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Abstract:  

Time resolved magneto-optical technique is employed to trace the time 
evolution of the second magnetization peak (SMP) in Bi2Sr2CaCu2O8+δ at 
different temperatures. The results show that the external field and induction 
marking the onset of the SMP exhibit entirely different temperature and time 
dependence. The differences are attributed to variations of the local 
magnetization with time and temperature. The implications of these findings 
on measurements of the thermodynamic order-disorder vortex phase 
transition line are discussed. 
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The vortex order-disorder phase transition has been investigated 
extensively during recent years [1-9]. This transition is driven by both, 
thermally and disorder induced fluctuations of the vortices. Thermal 
fluctuations, dominating at high temperatures, cause a ‘melting’ transition 
[3], while disorder-induced fluctuations, dominating at low temperatures, 
cause a ‘solid – solid’ transition [10-17]. The magnetic signature of the 
transition varies considerably along the unified [8, 9, 18, 19] order-disorder 
transition line; While the melting transition is manifested by a sharp jump in 
the reversible magnetization, the solid-solid transition is marked by the onset 
of a second magnetization peak (SMP) in the irreversible magnetization. 
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Strong dynamic effects associated with the SMP, impede exact 
determination of the solid – solid transition induction in conventional 
magnetization measurements [6, 15, 19-30]. These dynamic effects have 
been attributed to transient disordered vortex states (TDVS), which are 
inevitably created by injection of vortices through inhomogeneous surface 
barriers while the external magnetic field increases [31, 32] or by 
''supercooling'' of the disordered vortex phase while the field decreases [33, 
34]. 

In a previous paper [24, 35] we described a time resolved magneto-
optical technique, which allows the generation of instantaneous local 
magnetization curves at different locations on the sample surface. The time 
evolution of these curves demonstrates the annealing process of the TDVS 
and the emergence of a time dependent SMP. These measurements clearly 
show that the induction, Bon, at the onset of the SMP signifies a non-
equilibrium transition to a transient disordered vortex state, and that Bon 
shifts with time upward, approaching the thermodynamic order-disorder 
transition induction, Bod. Time dependent measurements of the SMP 
reported in the literature show, however, inconsistent results: Hall probe 
measurements in Y-Ba-Cu-O [6, 30] and SQUID measurements in La-Sr-
Cu-O [27-29] show that the onset of the SMP shifts to lower fields with 
time, while for Bi-Sr-Ca-Cu-O, some measurements show shift of the SMP 
onset to higher fields [19, 21-23, 26], and others to lower fields [19, 26]. 
Ignorance of the dynamic behavior of the SMP has led to qualitatively 
different reports on the behavior of the order-disorder transition line [5-7, 9, 
18, 19, 22, 28, 36-40]. In this work we employ our time resolved magneto-
optical technique to resolve this apparent inconsistency, and discuss the 
implications of our findings on the actual shape of the order-disorder phase 
transition line.  

Measurements were preformed on a 1.55x1.25x0.05 mm3 
Bi2Sr2CaCu2O8+δ (BSCCO) single crystal (Tc ~ 92 K), grown by the 
traveling solvent floating zone method [41]. The external magnetic field, H, 
was raised abruptly to a target value between 140 and 840 G with rise-time < 
50 ms. Immediately after reaching the target field, magneto optical (MO) 
snapshots of the induction distribution across the sample surface were 
recorded at time intervals of 40 ms for 4 seconds, and 200 ms for additional 
26 seconds, using iron-garnet MO indicator and a high speed CCD camera. 
This procedure was conducted at several temperatures between 20 and 30 K. 
Measurements were repeated in a commercial SQUID (Quantum Design - 
MPMS-5s), with time resolution of 1 min, between 16-30 K. 
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Figure 1. Time evolution of local j ~ dB/dx vs. B (a, c) or H (b, d), at the indicated times, 
measured at 21 K, for x0 = -514 µm (a, b) and x0 = -495 µm (b, d) measured from sample 
center. 

From the MO images we extract the time evolution of the induction 
profiles across the sample width. On the basis of these data, we generate 
instantaneous local magnetization curves in the following way. For a certain 
location, x0, along the sample width we extract the local j ~ dB/dx vs. B or 
H, at different times for all measured external fields. Connecting all data 
points corresponding to the same time generates an instantaneous 
magnetization curve. Typical results, measured at 21 K, are presented in 
Figure 1 for x0 = -514 µm and x0 = -495 µm, measured from the sample 
center. In the figure, data points corresponding to different times are marked 
by a different symbol and the solid lines connect all points measured at the 
same indicated time. Each curve represents an instantaneous local 
magnetization curve, and the set of curves demonstrates the time evolution 
of the second magnetization peak (SMP). Note that at short times (t < 0.5 s), 
no SMP is observed, since initially the injected TDVS occupy the whole 
sample in the entire field range. A striking difference is observed between 
the time evolutions of j vs B and j vs H curves. While in j vs B curves (figure 
1a and 1c) the onset induction, Bon, of the SMP shifts monotonically to 
higher inductions, in j vs H curves (figure 1b and 1d), the onset Hon initially 
shifts to lower fields and then at some point reverses its direction and shifts 
to higher fields. This effect is more pronounced at locations closer to sample 
center, as observed by comparing figures 1b and 1d. Furthermore, while 
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qualitatively similar time dependence of Bon is observed, independent of 
temperature, the behavior of Hon is strongly temperature dependent as 
demonstrated by the global measurements presented in Figure 2. For 
temperatures higher than 22 K, Hon always increases with time, as illustrated 
in Figure 2a for T = 23 K. For temperatures lower than 20 K, Hon always 
decreases with time as illustrated in Figure 2b for T = 19.5 K. In the 
intermediate temperature range, between 20 and 22 K, Hon exhibits a non-
monotonic behavior; it initially decreases with time, and after reaching a 
minimum value, it increases with time, as illustrated in Figure 2c for T = 21 
K. 

200 400 600 800

-0.003

-0.002

-0.001

H [G]

19.5 K

(b)

200 300 400 500 600

-0.0020

-0.0015

-0.0010

M
 [
em

u]

H [G]

21 K

(c)

200 400 600 800

-0.0014

-0.0012

-0.0010

-0.0008

-0.0006

M
 [
em

u]

H [G]

(a)

 10
 3
 2
 1 min

23 K

200 400 600 800

-0.003

-0.002

-0.001

H [G]

19.5 K

(b)

200 300 400 500 600

-0.0020

-0.0015

-0.0010

M
 [
em

u]

H [G]

21 K

(c)

200 400 600 800

-0.0014

-0.0012

-0.0010

-0.0008

-0.0006

M
 [
em

u]

H [G]

(a)

 10
 3
 2
 1 min

23 K

 

Figure 2. Time evolution of magnetization curves during 10 minutes after field application, 
demonstrating the various time dependencies of Hon. For T = 23 K, Hon shifts to the right (a), 
for T = 19.5 K, Hon shifts to the left (b), and for T = 21 K, Hon exhibits a non monotonic 
behavior: initially it shifts to the left and then to the right (c).  

 
Plotting these results in the H – T plane, one obtains a time 

dependent non-equilibrium ‘transition line’ as shown in Figure 3. The 
theoretically unexpected sharp decrease of the line at low temperature has 
been discussed by de Andrade et al. [42], and attributed to surface barriers 
[43-47]. It is interesting to note that Hon decreases with time in the 
temperature range corresponding to the theoretically unexpected falling 
branch of the line, and increases with time in the temperature range 
corresponding to the rising branch of the line. Completely different picture is 
obtained in the B – T diagram (see Figure 4). Here, the falling branch of the 
line is absent, and a monotonic increase of Bon is observed throughout the 
entire temperature range. The increase of the line with temperature is 
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restrained with time, as the rate of change of Bon with time decreases with 
increasing temperature [24]. The thermodynamic phase transition line is 
obtained in the limit of t  ∞, and the above results show a trend of 
approaching a constant value at low temperatures as expected theoretically 
[48-50]. Clearly, B – T rather than H – T diagrams are relevant to the vortex 
phase diagram, and the above results demonstrate how far these two lines 
can be. 
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Figure 3. Time evolution of the measured transition line in the H-T plane. Lines are extracted 
from the time dependence of Hon presented in figure 2 for different temperatures.  
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Figure 4. ‘Transition lines’ in the B – T plane, measured at the indicated sweep rates of the 
external magnetic field. Higher sweep rate corresponds to shorter experimental time window. 
Solid line presents the estimated thermodynamic transition line [24, 25, 51].  
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A simple explanation to the differences between H – T and B – T 
diagrams is based on the relationship: Hon=Bon+4π|M|, where M is the local 
magnetization. Thus, 

dHon/dt = dBon/dt + 4π d|M|/dt. 

  This equation implies that the rate of change of Hon is determined by 
sum of two competing terms: the rate of change of Bon, which is always 
positive and the rate of change of |M|, which is always negative. These two 
terms represent two different processes: the former is associated with the 
annealing of TDVS, while the latter is associated with thermally activated 
vortex creep over surface barriers [43-47]. At low temperatures d|M|/dt 
dominates, and thus dHon/dt < 0, i.e., Hon decreases with time. At high 
temperatures, dBon/dt dominates, thus dHon/dt > 0, i.e., Hon increases with 
time. Since both d|M|/dt and dBon/dt depend on time, a non-monotonic 
behavior of Hon may be obtained at intermediate temperatures. The sign of 
dHon/dt is changed from negative to positive at a point where the value of 
d|M|/dt drops below the value of dBon/dt. A detailed quantitative analysis 
will be given elsewhere. 

In conclusion, Hon and Bon exhibit entirely different dependence on 
temperature and time. The differences can be attributed to variations of the 
local magnetization with time and temperature. For the determination of the 
order-disorder transition line, Bon is clearly more relevant. While global 
magnetic measurements yield Hon(T) which is affected by both, TDVS and 
surface barriers, local magnetic measurements, employing  MO techniques, 
provide Bon(T) which is affected only by TDVS. The behavior of Bon(T) at 
long times approaches the behavior of the thermodynamic order-disorder 
phase transition line. 
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