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Abstract

This work describes experimental and theoretical investigations of the vortex
matter in high-temperature superconductors, focusing on the vortex phase transition
from a quasi-ordered lattice to a highly disordered vortex solid. Novel local magnetic
techniques - miniature Hall-probe arrays and high-temporal resolution magneto-optics
- were employed to characterize the equilibrium solid vortex phases, the transition
between them, and the kinetics of this phase transition. We measured the temperature
dependence of the vortex order-disorder transition field in different materials with
different parameters, such as anisotropy, critical temperature, coherence length,
penetration depth and interlayer distance. The diverse results obtained were
successfully analyzed on the basis of a recent model that views this transition as
driven by disorder-induced fluctuations. In analyzing the kinetics of the vortex phase
transition, we developed a novel approach, based on the Landau-Khalatnikov dynamic
equation.

Measurements of magnetization versus temperature, field, and time were
performed in the vicinity of the second magnetization peak of Nd; gsCep 15CuOq.s,
detwinned YBa,Cu307.5, and Bij ¢Pbg4Sr,CaCu,0g45 to identify the order-disorder
phase transition in these materials and to construct the vortex solid-solid transition
line, By(7). Our measurements revealed qualitatively different temperature
dependences of the vortex order-disorder transition lines, By(7), in the different
materials. In interpreting these results on the basis of the disorder-induced phase
transition model, we ascribed these differences to different pinning mechanisms and

different material parameters. In particular, in the 3D pinning regime, d/-pinning

causes By to increase with temperature, and o7 -pinning causes B to decrease. A



non-monotonous behavior of By, may be caused by thermal fluctuations above the
single vortex depinning temperature 7.

A high temporal resolution magneto-optical system was built and used to trace
the time evolution of the vortex structure in a Bi,Sr,CaCu,Og4s crystal after a sudden
application of a magnetic field. For fields much smaller than the transition field B,
we were able, for the first time, to trace the whole process of formation of the
equilibrium phase by imaging the process of partial flux penetration, formation of
Bean profiles, and the approach to equilibrium, characterized by a dome-shape
profile. For fields in the close vicinity of B, the magneto-optical images revealed
dynamic coexistence of two vortex phases: a quasi-ordered phase in the sample
interior and a transient-disordered phase near the sample edges. The border between
these two phases, marked by an abrupt change in the gradient of the local induction,
changes its position with time. This motion enables tracing the decay of the transient
state and the concurrent growth of the thermodynamic vortex phases. The growth rate
at which this process evolves was found to be sensitive to the exact location in the
field-temperature phase diagram.

The above results stimulated a development of a theoretical analysis, based on
the Landau-Khalatnikov dynamic equation. The objectives of this analysis were to
find conditions for the appearance and stability of the front, to describe the nucleation
process — its location, time and spatial scales, and to describe the growth process —
front velocity and front width. The Landau-Khalatnikov equation was solved
analytically assuming a constant field gradient. It was shown that the ordered phase
nucleates locally, and the front appears, provided the ratio between the gradient of the
magnetic induction and the transition field is large enough. We also showed that

reduction of the sample size should cause a crossover from a front-like to

il



homogeneous growth of the ordered phase. The model was solved numerically for the
general case of relaxing magnetic induction. Our theoretical predictions were found to
be in accordance with the experimental results. Specifically, the velocity of the
interface was found to be dependent only on the value of the induction at the
interface, By, decreasing to zero as By approaches By, In addition, we succeeded in
explaining the intriguing phenomenon of the dynamic “fishtail”.

Our combined experimental and theoretical studies of the vortex matter near
the solid-solid phase transition revealed new aspects of the vortex behavior in this
region, deepening our understanding of the vortex matter and the vortex phase

diagram.
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| Introduction

The field of superconductivity had been considered as almost completely
understood. However, after the exciting discovery of high-temperature
superconductors (HTS) by Bednorz and Miiller [1] and their followers [2-4], the field
was opened once again. One of the most exciting developments in this reborn field is
the discovery of new vortex phases, resulting in a rich phase diagram of the vortex
matter.

In 1957, Abrikosov [5] predicted that above the “lower critical field”, H.;,
magnetic field penetrates a type-II superconductor in a form of magnetic flux lines (or

vortices), each carrying a quantum @ = A#/2e of magnetic flux. The superconducting

order parameter is suppressed in this flux line, producing an “island” of a normal state
surrounded by superconducting shielding currents flowing inside a superconducting

sea.” Abrikosov’s calculations showed that the vortices should be arranged in a

hexagonal lattice, the so-called “Abrikosov lattice,” with a lattice constant
a, ~(®,/H)"*, where H is the applied field. This prediction was later confirmed

experimentally by neutron diffraction on superconducting Nb [6] and magnetic
decoration [7]. However, it soon became clear that the vortex lattice structure might
be disturbed in the presence of defects in the atomic lattice. These defects pin
magnetic flux lines and may cause distortions in the vortex lattice. Moreover, pinning
does not allow the system to reach equilibrium immediately after the application of
the magnetic field, which thus causes the experimental results of various
measurements to be time dependent.

In conventional, low-temperature superconductors (LTS), the Abrikosov

lattice phase occupies most of the magnetic phase diagram, between the lower critical



field H.,(T) and the upper critical field H (7). Compared with LTS, HTS are
characterized by much smaller coherence length, & larger London penetration depth,
A, higher anisotropy (1/&) of the electron mobility, and much higher transition
temperature 7. [8, 9]. The combination of these parameters gives rise to a softer
vortex structure and, consequently, to a rich field-temperature (B-7) magnetic phase
diagram. This is illustrated in Figure I-1 that exhibits the vortex phase diagram for
Bi1,S1,CaCu;,0s:5 (BSCCO), which is deduced from small angle neutron scattering
experiments (SANS) [10] and magnetic measurements [11]. SANS experiments
reveal pronounced Bragg peaks at low fields and temperatures, signifying the
presence of an ordered (or quasi-ordered) vortex phase. These peaks disappear as the
field or temperature is raised above some characteristic value, signifying the

disordering of the vortex structure.
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Figure I-1. Phase diagram of the vortex matter in BSCCO, based on Ref. [11]. Insets:
SANS data from Ref. [10].

This disordering is manifested in magnetic measurements as (a) either a sharp

anomalous increase (referred to as the “second peak™ or “fishtail”) in the width of the

2



magnetic hysteresis loop at lower temperatures (Figure 1-2) or (b) a sharp step in the
reversible magnetization at higher temperatures. The line B(7) was interpreted as a
vortex solid-solid transition line, separating between a quasi-ordered lattice (or Bragg
Glass) and a disordered solid (or glass). The line B,(7) at high temperatures was
interpreted as a melting line, separating between a vortex lattice and a vortex liquid
state. Solid-liquid transitions, identified by a step in the reversible magnetization,
were also measured in other HTS materials, for example, in YBCO [12]. The first
order nature of this transition was established from specific heat data [13]. In contrast,
no signs were obtained for a solid-solid phase transition in specific heat
measurements. Following these observations, theoretical models were developed [14-
19]. These models ascribe the solid-liquid transition to thermal fluctuations and the
solid-solid transition to the disordered-induced fluctuations.

Although the vortex phase diagram in BSCCO (Figure I-1) is established, it
remained unclear whether other HTS systems exhibit a similar vortex phase diagram
and phase transitions. In this thesis, we address this issue comprehensively, focusing
on the vortex phase diagram in the field and temperature range of the fishtail.

A fishtail, or a second magnetization peak, was observed in a variety of HTS
crystals, such as YBa,Cu;O7.5 (YBCO) [20-22], (La;«Stx),CuO4 (LSCO) [23], TI-
based compounds [24, 25], and Hg-based compounds (HBCO) [26], and also in LTS
crystals, such as CeRu; [27] and NbSe; [28]. However, in these materials the onset of
the second peak was not as sharp as in BSCCO. In addition, the second peak in these
materials was much broader and appeared in different field ranges. Thus, in materials
other than BSCCO, the association of the second peak with a vortex solid-solid phase

transition was questionable.
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Figure I-2. Local magnetic hysteresis loop measured in BSCCO [11] using miniature
Hall probe. The fishtail onset field B,,, separating low-j and high-j regions, is associated
with the solid-solid transition field B,,.

Different mechanisms, for example, inhomogeneity of the sample ([20, 21]),
matching effects [29], surface barriers [24], geometrical effects [23], dynamic effects
[22, 30], structural phase transition in the vortex lattice [31], and vortex decoupling
[32], were invoked as possible mechanisms for the appearance of the second peak in

different materials.

In this thesis, we present new data in Nd;gsCep5CuO45, detwinned

YBa,CuzO7, and Bi; ¢Pbg4Sr,CaCu,Og15 and demonstrate that the fishtail in these
materials can be associated well with a solid-solid phase transition, as in
Bi,Sr,CaCu;,03.5[16, 17]. We find, in these systems, markedly different temperature
dependence of B, and succeed in quantitatively explaining these behaviors in the
framework of the disorder-induced transition model developed by Ertas and Nelson
[15] and Vinokur et al. [16].

Another major topic of this thesis concerns the process of formation of the
solid vortex phases. The thesis describes a pioneering work, in which the nucleation

and growth of the vortex solid phases in BSCCO are revealed and studied, both



experimentally and theoretically. These results also shed light on the nature of the
solid phases and the transition between them.

In our experimental studies, we utilized unique local magnetic methods
(namely, miniature Hall-probe arrays [32-38] and magneto-optics [39-45]) to image
the magnetic induction on a specimen surface with spatial resolution on the order of
micrometers and time resolution on the order of 40 milliseconds. The use of these
methods is of special advantage for measurements performed in the irreversible state
of superconductors in which the magnetic induction is highly non-homogeneous.

This thesis is organized as follows. In the next Chapter, we describe the Hall-
probe array [46] and magneto-optic setups; the latter was specially designed and built
as a part of this thesis. In Chapter III we describe a study of the vortex solid-solid

transition in different superconducting crystals (Nd;ssCepsCuQOq45, detwinned
YBa,Cu3;075 and Bi; ¢Pbg4Sr,CaCu,0s:5), using the Hall-Probe array system. We

explain the markedly different transition lines obtained in these materials in the
framework of the disorder-induced transition model [15, 16]. The main results of this
chapter were published in Refs. DG3, DG4, DG8, DG10, DG13, DG14, DG17, listed
in the Appendix. Our pioneering work on the process of the nucleation and growth of
the vortex solid phases is described in Chapter IV. The main results of this Chapter
were published in Refs. DG12, DG15, DG18, DG19. In Chapter V we analyze the
experimental results of Chapter IV, employing the Landau-Khalatnikov dynamic
equation. The main results of this chapter were published in Ref. DG20. Chapter VI
summarizes the main achievements of this work and suggests directions for future

experiments. The appendix lists the publications emanated from this work.



Il Experimental

Magnetic measurements can be classified into three major categories: global,
local, and microscopic. Global techniques characterize the sample as a whole,
yielding information on physical quantities averaged over the sample volume. In
many cases, this information is not enough to characterize the state of the
superconductor sufficiently. In particular, the information obtained in such
measurements is incomplete in the irreversible regime, in which the magnetic
induction inside the superconducting sample is non-uniform [47-50]. Similarly, such
measurements are unable to reveal or characterize a coexistence of two different
phases in a sample (as we do in Chapter IV using a /ocal magneto-optic technique).

Microscopic measurements, such as scanning tunneling microscopy or
magnetic force magnetometry, are used for the study of individual vortices, but these
measurements may not provide sufficient information about the vortex order on
sufficiently large spatial scales. Moreover, these techniques mostly require ideal work
conditions, which often cannot be provided when working with various materials.

Local magnetic techniques are most suitable - in terms of their spatial and time
resolution - for the experiments described in this thesis. In this research, we utilize
two complementary local magnetic measurement techniques: Micro-Hall-probes array
(HPA) and magneto-optics (MO). HPAs manufactured by E. Zeldov at the Weizmann
Institute were incorporated in a system built at our laboratory by Y. Abulafia [46]. A
high-temporal resolution MO system was designed and built as a part of this thesis. In

the following sections, we elaborate on each of these techniques.



II.1 Hall-probes array (HPA)

The first step in overcoming the limitations of global magnetic measurements
was taken in the early 1990s, when miniature single Hall-probes made of InSb were
used [33, 51-53]. In addition, single probes of Bi films [35] GaAs/AlGaAs [34, 54,
55] and doped GaAs [32] as well as arrays of doped GaAs sensors [56] were used in
static and scanning modes. The technique was improved substantially by E. Zeldov et
al., who developed (at the Weizmann Institute) arrays of Hall sensors based on the
properties of a two-dimensional electron gas (2DEG) formed at a hetero-interface of
GaAs/AlGaAs [57-59]. The GaAs 2DEG has a mobility of about 10° cm?/V sec at 80
K and a carrier concentration of about 6.25 x 10" cm™, resulting in sensitivity of
about 0.1Q/G. These sensors have the advantage of a quick response to the magnetic
field, large field and temperature working ranges, weak temperature dependence, and
high sensitivity. The sensors are manufactured using well-established
photolithographic and etching techniques. Figure II-1 shows a photograph of the Hall-

probe array, manufactured at the Weizmann Institute.

Figure II-1. A photograph of the 11-element Hall-probe array, manufactured at the
Weizmann Institute. The vertical line is a current channel; 11 horizontal lines are
channels for Hall-voltage measurement.



Figure II-2 shows a schematic configuration of a Hall-probes array mounted
on a sample. In practice, the sample is adhered to the surface of the GaAs using a
low-melting-temperature wax. The sensors measure the component of the magnetic

induction perpendicular to the sample surface.

Multi-channel voltmeter \
OO

Hall-probe
Array

Sample

Figure II-2. Schematic description of the micro Hall-probe array experiment.

A photograph of a superconducting sample glued on an array is shown in Figure II-3.

Figure II-3. Photograph of a superconducting sample glued on an array.

Figure II-4 shows a block-diagram of the system constructed by Y. Abulafia in
our laboratory [46]. This system was used for the measurements presented in Chapter
1. The field range of the measurements is —6.5 to 6.5 T. The temperature range is 4 K
to 300 K. The time-resolution (in the mode in which all probes are active) is about 30

s. The basic software was written by M. Katz and modified by Y. Abulafia and D.
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Giller to support advanced modes of measurements. For an extensive description of

this system see Ref. [46].
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Figure II-4. Block diagram of the Hall-probe array setup (from [46]).

Hall-probe arrays allow direct detection of the magnetic induction distribution
within a superconductor. Utilization of these miniature Hall-probe arrays enables a
direct, model-independent derivation of some of the fundamental physical parameters
of HTS, such as the position and time dependence of the apparent current j(x,z), the
magnetic induction vector B, the position and time dependence of the electric field
E(x,t), flux-line velocity v(x,?), and the position and time dependence of the effective

activation energy U(x,¢). [36, 38, 60, 61].

I1.2 Magneto-optic (MO) technique
I1.2.1 MO indicators
Magneto-optical method for local measurements of magnetic induction on the

surface of superconductor [62, 63] was introduced in early 1960s [64]. This method

9



utilized the Faraday effect - the ability of certain transparent materials to rotate the
polarization plane of the light passing through them in the presence of a magnetic
field. The angle of rotation is proportional to a component of local magnetic induction
B., parallel to a direction of light propagation:

o, =VB.d (2.1)
where V' is Verdet constant (a material property), and d is a length of light-path in the

material. Such materials are called magneto-optically active.

In the early magneto-optic experiments, thin (0.1 — 0.2 pm thick) magneto-

optically active EuS or EuF, films were used. These materials have large Verdet
constants (i.e., high sensitivity) only at temperatures as low as 10-15 K, thus allowing
measurements only of conventional superconductors. In addition, these films must be
deposited in a vacuum directly on a top surface of the superconductor, which is a
complicated technique that often produces irregular indicator film properties.

A breakthrough in advancing the magneto-optic characterization was
achieved in 1989, when Bi-substituted ferrimagnetic iron garnet thin films were
suggested for indicator layers [65]. The main advantage of this material is a very large
Verdet constant (several orders of magnitude larger than previous indicators), which
persists up to very high temperatures (> 500 K). However, the resolution of such films

with out-of-plane magnetization is limited by the width (2-10 um) of the labyrinthine

domains. Later, the spatial resolution and the sensitivity of this technique was
significantly improved by the use of ferrimagnetic garnet films with in-plane
anisotropy. Figure II-5 shows the geometry of using such an iron-garnet film for
magnetic flux visualization. Polarized light arriving normally to the surface first

passes through a transparent substrate, and then enters also transparent magneto-
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optically active layer. In this layer, the component of the local induction is
B =4rM _(H)+ H_, where M, is a magnetization of the indicator film induced by
the external magnetic field /.. In turn, H. is a field induced inside the indicator by the
presence of a measured superconductor. The induction B, causes the polarization
plane of light to rotate according to equation (2.1). The light is then reflected from a
thin gold or aluminium layer on the bottom of the indicator and experiences additional

polarization rotation.

Polarized light .Lﬁ
/ =V B, 2d

Ol
GGG

T

Reflectlve layer

Protective layer
Figure II-5. Diagram of in-plane indicator film geometry [62].

The experimental setup for detecting the local distribution of the magnetic

induction that we built is presented in Figure I1-6.
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Figure II-6. Experimental setup for the magneto-optical system (adapted from Ref.

[66]).

This setup includes a “Leica” polarizing microscope, in which low-strain

objectives x2.5, x5 and x10 for polarized light are installed and in which it is possible

12




to switch between the magnifications. Polarizer and a 360°-rotating analyzer are parts

of this microscope as well. The magneto-optic indicator (specially purchased in
Russia) is lying on the superconducting sample glued on the cold finger of a helium-
flow cryostat. The temperature is controlled using a resistive heater and AlGaAs-
diode temperature sensor, connected to a “Lakeshore-330” temperature controller.
The magnetic field is produced by a “Lip-LPS-2306D” (dual 0-30V, 0-6A) power
supply in a coil lying on the cryostat, around a pillar in a manner such that the sample
is located exactly in the middle of the coil. This assures maximal homogeneity of the
applied field. The light generated by a halogen/mercury lamp passes through a green
filter' to avoid dispersion of the indicator response. The light then meets a polarizer,
where the light obtains linear polarization. After being converged by one of the
special low-strain microscope objectives (x2.5, x5, x10) designed for work with
polarized light, the light enters the cryostat through a low-strain quartz window of the
cryostat. Then, while passing through the indicator film, the polarization of the light is
rotated locally as a function of the local magnetic induction. After being reflected
from the reflective layer on the bottom of the indicator, the light exits the cryostat and

passes through the analyzer, about 90° angled relative to the polarizer. The resulting

image arrives at a cooled low-noise “Hamamatsu 4880-80” digital CCD camera
transferring the digital images to a PC. This camera is capable of capturing 25 full
(656 x 494) frames per second. The distance between neighboring pixels in the
resulting image is defined by the objective magnification and is 1.98 um for the

largest magnification of x10. This, however, usually does not limit the overall

" The MO activity vs. wavelength curve has a peak in the vicinity of 530 nm.
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resolution of the system, which is limited mostly by the finite thickness of the
indicator (up to 5 um thick).

The exposure time is regulated by an electronic shutter and varies from as low
as 0.1 ms to as high as several minutes, thus allowing imaging of both a rapidly
changing scene and a static, low-illuminated scene.

A typical magneto-optical image obtained using an in-plane anisotropy

indicator is shown in Figure II-7.

Figure II-7. Magneto-optic image of BSCCO thin strip 0.2 s after application of an
external magnetic field of 350 Oe. Brighter and darker areas correspond to higher and
lower induction, respectively. One-dimensional profiles are taken along the drawn
horizontal line.

The teeth-like magnetic domain walls seen in the middle of the indicator

disturb the image. The larger the sample, the less disturbed are the domain walls. Our
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setup allows measurements in magnetic fields of up to approximately 300 Oe without
time limit (the coil is not heated up), 500 Oe up to 2 min, 1000 Oe up to 20 sec. It
supports either time-resolved (minimum of 40 ms time resolution) or static
measurements with varying fields or temperatures.

I1.2.2 Data processing

Images obtained from the CCD camera are, of course, not calibrated, and truly
reflect the variation in polarization of the incoming light. The calibration curve
depends on magneto-optic parameters (Verdet constant and M(H) curve) of the
specific indicator at the specific temperature.

In our measurement protocol, a calibration procedure is performed before
each set of measurements. It includes capturing (a) a “dark” image (DI), which is
taken when the aperture of the camera is covered; (b) zero-field image (ZFI), taken
after zero-field cooling the sample (DI and ZFI are usually averaged from
approximately 100 frames captured, one after another, to minimize noise induced by
calibration); and (c) a sequence of images taken after the applied field is activated and
raised gradually with small steps, while capturing images at any applied field value. A
table of calibration is then prepared, based on the intensity measured at a point p
located far away from the sample, assuming that the value of the magnetic field (#.)
at this point equals the value of the external field. (In practice, the intensity at p is

averaged over n X n pixels (usually n = 3)). We define a calibration curve F:

e 1,0~ ZFI,

: (2.2)
ZFl - DI,

where ,(H;) is the measured intensity when the field is H., and ZFI,=I,(H.=0). The
denominator in Eq. (2.2) is expected to be proportional to the illumination intensity 1/,

at the point p. If the magneto-optical activity A(#:) is uniform across the indicator

15



film, then the numerator in Eq. (2.2) is proportional to A(H.)Il,. We thus obtain from
Eq. (2.2) that F o< A(H.), leading to the conclusion that F' is defined unequivocally by
the local magnetic field H.. Any measured image can now be translated to a 2D H,
distribution. This is done in two steps. First, the measured intensity distribution is
converted to a F-distribution: F = (I — ZFI)/(ZFI — DI). Then, the F-image is

converted to a H.-image by using the F(H.) table defined by (2.2).

I1.3 Geometry of samples

In all the experiments described in this thesis, the samples measured had a thin

strip geometry (# << d <</) as in Figure II-8.

2d
Figure II-8. Sketch of a thin strip geometry used in this research.

This geometry has the advantage of the possibility of making relatively simple and
comprehensive analyses, based on one-dimensional profiles only, taken across the
sample width. In our analyses, we assume that the persistent current density j, together
with the electric field E, have only y-components, which are uniform across the z-

dimension.
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I Disorder-induced vortex phase transition

The width of the magnetic hysteresis loop is expected to decrease with the
external field (for fields larger than the full penetration field) [67]. Such “normal”
loops are usually observed in samples, that have many intrinsic defects, for example,
thin films and polycrystalline materials. An anomalous behavior in the magnetization
curve was reported in crystals of various materials (see Chapter I). In these materials,
the width of the magnetization loop first decreases as expected. Then, at some field
B,,, the width starts to increase up to a field B, and decreases again above this field.
This anomaly was called a “second peak™ or, because of its shape, a “fishtail.” This
fishtail has different characteristics in different materials. For example, in

YBa,Cu3;07.5 the peak is broad and appears in the Tesla range, whereas in
Bi,Sr,CaCu;,0g+5 the peak is sharp and is found in the range of hundreds Gauss.

During the last decade, several explanations for this anomaly were proposed
[20-24, 29-32]. However, the observed different characteristics questioned the
possibility of a common physical origin for different HTS materials.

Experimental observations of an extremely sharp second peak in BSCCO [11,
68] motivated a new approach, suggesting that the fishtail is associated with a vortex
phase transition from quasi-ordered to a disordered solid vortex state. Indeed,
evidence for two distinct solid vortex phases in BSCCO was obtained in neutron

diffraction [10] and USR [69] experiments. Following these observations, a theoretical

model was developed [14-19] describing a mechanism for a disordered induced
transition.
The essence of this model is that the vortex phase diagram is determined by

the interplay among three energy scales: the vortex elastic energy E,;, the energy of

17



thermal fluctuations E;, and the pinning energy E,;,. The competition between the
first two determines the melting [57], and the competition between the last two
determines the irreversibility line. The competition between the elastic energy and the
pinning energy determines the order-disorder solid-solid transition field Bg: At low
fields the elastic interactions govern the structure of the vortex solid, forming a quasi-
ordered lattice [19]. Above By, however, disorder dominates and vortex interactions
with pinning centers result in an entangled solid in which cells of the vortex lattice are
twisted and dislocations proliferate. [14-19]

This disorder-induced transition model was successfully applied in Refs. [16,
70] to explain the temperature-independent solid-solid transition line in BSCCO and
its value at zero-temperature. In this chapter we present results of local magnetization
measurements in variety of high-temperature superconducting crystals as a function of
temperature, field and time. We exploit these measurements for the identification of
the vortex solid-solid phase transition in these crystals. We find that the transition
field exhibits qualitatively different temperature dependence in different materials.
We show, however, that despite these differences, the behavior of the transition field
can be explained quantitatively on the basis of the disorder-induced transition model
mentioned above.

This Chapter is organized as follows. In Section II.2 we present the raw data
of Hall-probe array measurements in different HTS crystals, identify the phase-
transition field, and plot the transition line By(7) in the B-T phase diagram. In Section
III.2 we analyze these data on the basis of the disorder-induced transition model and
demonstrate that the different behaviors of the transition lines are associated with the
different characteristics of vortex-pinning and vortex-vortex interactions in the

various crystals.
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I11.1 Identification of vortex phase transitions in different materials

In this section we present results of local magnetization vs field (m vs. H),

magnetization vs. temperature (m vs. T), and magnetization vs. time (m vs. t) for three

different HTS materials. Table III-1 lists these materials and summarizes their

properties. For comparison, we also include the properties of BSCCO.

T., K € S, nm €, nm A, Nm
Bi,Sr,CaCuy0g5.5 90 ~1/100 1.5 2-4 140-200
Nd; 55Cep 15Cu04.5 23 ~1/30 0.6 8 100
YBa,Cu;307.5 93 1/12 1.2 1.2-1.8 140
Bi; ¢Pbg 4Sr,CaCuy0s:5 95 1/68 1.54 1-10 100-200

Table III-1. Critical temperature 7., anisotropy ¢, interlayer distance s, coherence length
& and London penetration depth A, for Bi,Sr,CaCu,04.5 Nd;g5Cey15CuQy,
YB32CU3O7_3, and Bil_GPboASl'zC?lClles.;.a.

The results presented below indicate a vortex solid-solid phase transition in all
these materials. We identify the phase transition field and measure its temperature
dependence. The results reveal markedly different behaviors.

I11.1.1 Nd1,35Ce0,15Cu04_5
The first material studied was Nd; gsCep15CuO45 (NCCO), a layered HTS
with a relatively large anisotropy (¢ ~ 1/30 [71, 72]), but which has, however, a

relatively low transition temperature (7, ~ 23 K). As we see below, this choice
ensured a lack of thermal fluctuations interference. Thus, if the second peak is due to
a disorder-induced transition, it must be determined by a pure competition between

elastic and pinning energy in this material.
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I11.1.1.1 Local magnetization curves in NCCO

Figure III-1 displays three typical local magnetization hysteresis loops
measured by HPA technique (see Chapter II) at different temperatures. As expected,
the width of the loops decreases with temperature. As clearly observed, the onset of

the second peak at Hy, is a decreasing function of temperature.
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Figure III-1. Local magnetization vs applied (external) field H in NCCO at the indicated
temperatures. The onset fields H,, are marked with arrows.

The onset of the second magnetization peak at H,, for NCCO (marked by arrows in
Figure III-1) is almost as sharp as in BSCCO (see Figure I-2) and occurs at the same
induction field B (*) for all the probes. This is illustrated in Figure II-2, which shows

partial magnetization curves measured at different locations on the sample surface.

? Here, and further in this work, the “induction B” refers to the component of B normal to the

sample surface, as detected by our local magnetization techniques.
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Figure III-2. Comparison between local gradient dependence on local induction (left-
hand plot) and external magnetic field (right-hand plot) for two locations on the sample

surface (7 = 16 K). The onset of the second peak occurs at the same local induction, but
at different external fields.
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Figure III-3. Temperature dependence of the onset of the second peak B,, (squares) and
the irreversible field B, (circles). The dashed line is a guide to the eye. The solid line is a

fit of the experimental data as discussed in section I11.2.2. The dotted line illustrates the
upper critical field B,..

Figure III-2 exhibits dB/dx vs. B (left), and dB/dx vs external magnetic field H. The
onset of the second peak occurs at B,, =180 G for all the probes.
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The squares in Figure III-3 describe the temperature dependence of B,,. Note
that B,, is a continuous function of temperature all the way up to 7. — 1.5 K, above
which the anomaly is difficult to resolve. Also shown in Figure III-3 is the
irreversibility field B, (circles), measured as the field, above which the ascending and
descending branches of the hysteresis loop coincide. There is no indication in our data
for a “jump” of the magnetization in the reversible state - a jump that would indicate a
first-order melting transition [57]. In the following, we show that B,, also marks a
change in the magnetic induction profiles. We also show a crossover in the creep

mechanism around the fishtail peak.

I11.1.1.2 Induction profiles

Figure III-4 shows typical magnetic induction profiles measured at 16 K.
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Figure I1I-4. Typical induction profiles at 16 K across the NCCO sample for indicated
fields H. For inductions in the bulk below B,, = 180 G, the profiles exhibit a maximum
(around 120 pm) typical of surface and geometrical barriers in presence of weak bulk
pinning. For inductions above B,,, the profiles are Bean-like with much larger gradients,
indicating the onset of strong pinning.
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For fields below B,, the profiles have a shape characteristic of geometrical barriers
with weak bulk pinning [73], exhibiting maxima around 120 um from the center. For

fields above B,,, the profiles are Bean-like with much larger gradients, indicating the
onset of strong pinning. The figure demonstrates that a small change, <20 G around

200 G causes the transition between the two types of profiles.

II1.1.1.3 Local relaxation measurements in NCCO

To complete the picture in NCCO, we performed local magnetic relaxation
measurements, from which we were able to determine a creep mechanism, utilizing
the technique described in Refs. [36, 38, 60] for calculation of the activation energy U
as a function of electric current density j for various fields. The analysis is based on

the calculation of the electric field £ [36, 38, 60, 61], using the Maxwell equation:

1
Ey(xat) =
C

* 0B, (£.1)
[—as (IIL.1)
, ot

where c is the velocity of light, assuming infinitely long strip geometry (see section
I1.3). The electric field is induced by flux motion. Flux velocity is determined from:

E==VxB (111.2)

|~

For a thermally activated creep
v=v,exp(-U/kT) (I11.3)

where U is the activation energy, and the velocity vy corresponds to the flux-flow

equation [36]:

vy =—A—L (IIL.4)
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where A4 is constant of order 1, and 7 is Bardeen-Stephen viscosity’. Finally one gets a

relation between activation energy U and current density j:

U = —kT'n| —<1E (IIL5)
®,AB]

Typical results are shown in Figure III-5 for 7=13 K. The figure demonstrates a clear

crossover in the slope of U(j) around B ~ 900 G.
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Figure III-5. Activation energy U for flux creep as a function of current density j at 7=13
K, for various fields. The squares and the circles refer to fields below and above the
peak, respectively. A crossover in the slope of U(j) near B=900 G is evident. The right
arrow indicates the increase of U as B increases from 540 to 640 and 940 G. The left
arrow indicates the decrease of U as B increases from 1130 to 1430 and 1630 G.

It further demonstrates a non-monotonous dependence of U on B; U increases with B

for fields below 900 G and decreases with B above this field, as indicated by the right

H,© o
‘p= —2-% where p, is a normal state resistivity. The calculated value of 7 for NCCO at T
Puc
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and left vertical arrows in Figure III-5, respectively. Although the increase of U with
B is consistent with elastic creep, the decrease of U with B is evidence of plastic
vortex creep associated with the motion of dislocations in the vortex lattice [74]. It
should be noted that, although dislocations may start to form immediately above B,, ~
200 G, plastic creep cannot dominate the dynamics until the activation energy U, for
plastic creep drops below the activation energy U, for the collective (elastic) creep.
In the case shown in Figure III-5, this crossover occurs around B = 900 G.

Appearance of dislocations at high fields indicates that the nature of the high-
field phase is disordered; therefore, one may conclude that an order-disorder phase

transition occurs at B,,,.

I11.1.1.4 Local magnetization vs. temperature measurements in NCCO

The scenario of a vortex phase transition was further examined by
measurements of magnetization vs. temperature. If the second peak is a dynamic
phenomenon, resulting from a competition between a decreasing j.(B) and increasing
U.B) (*) [22], then no feature in m(T) is expected in the framework of the collective
creep theory, because both j.(7) and U.(T) are decreasing functions of 7. If, on the
other hand, the "fishtail" originates from a transition corresponding to a definite value
of magnetic induction at any temperature, then some feature corresponding to this
transition must be observed in a temperature sweep as well when crossing a transition

line.

_8

=13Kis 3.5:10” .
sec-cm

* In the collective creep theory: U= U (B)Aj/j.).
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In the following, we compare the results of two kinds of magnetic
measurements: mp(H), in which the local magnetization is measured vs H at constant
temperature (examples of results of such measurements are shown in Figure III-1 and
Figure 1lI-2), and mg(7T), in which the local magnetization is measured vs T at

constant field. Figure III-6 shows typical my(7T) data for NCCO.
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Figure I11-6. Magnetization vs. temperature (my(7)) curves for external fields H = 600
Oe and H = 200 QOe, obtained after zero-field cooling. For fields H > B,,(0) = 270 Oe, no
special feature is observed, and for H < B,,(0) sharp kink at 7} is found. Inset:
development of the kink in my(7T) curves (H = 200, 175, 150, and 100 Oe) for different H
< B,.(0).

In Figure III-6 we exhibit several curves at the indicated fields. Note the
abrupt increase in the local magnetization at field-dependent temperatures 7x(B),
which are marked by arrows. These anomalies are observed in a limited field range:
H < 270 Oe for NCCO. The temperatures 7}(B) are plotted (note that B ~ H in the
range of 7 - in any event, the difference between B and H cannot explain the shown
phenomenon) in Figure III-7 (open symbols), together with B,,(T). Apparently, these
lines are markedly different for NCCO and, yet, we maintain that the discrepancy
between these lines is not inconsistent with the transition scenario, as we explain

below.
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Figure I11-7. B,,(T) and T,(B) curves in the phase diagram of NCCO.

In NCCO, B,, decreases with temperature. Thus, crossing the B,,(7) line by
raising the temperature at a constant field corresponds to a phase transition from a
quasi-ordered state with low persistent current, to a disordered vortex state with
relatively high current. In this case, flux should be expelled from the sample, that is,
should move in a direction opposite to the Lorentz force. Inasmuch as this process is
inhibited, the induction profile within the sample, and consequently the persistent
current j, are “frozen”, and the magnetization mgy(7) is constant, similar to what is
obtained in standard field-cooled measurements. Only when a high enough
temperature is reached, at which the persistent current j( H) is smaller than the frozen
value of jy(7), can flux enter the sample. This is manifested by a change in the slope
of my(T). This explanation is further illustrated in Figure III-8, in which m(H) curves

(solid circles) are mapped onto the my(T) curve (open squares) in NCCO.
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Figure II1-8. my(T) and “mapped” data points for m(H), demonstrating “freezing”.
The two curves coincide up to the solid-solid transition temperature, after which
my(T) freezes and lies above the data mapped from m(H). Only when mg(T) = m(H)
can flux enter and the two data sets again coincide. We conclude that although the
anomalies in my(T) are associated with the vortex solid-solid phase transition, the

location of the anomalies does not necessarily indicate the location of the transition.

I11.1.1.5 Summary of the experimental results in NCCO
Magnetization vs. field (m vs. H) in NCCO crystal reveals as sharp onset of the

second peak, as in BSCCO at local induction B,,. Relaxation measurements in NCCO

demonstrate a crossover in the creep mechanism in the vicinity of the second peak
field B,, from elastic to plastic creep, thus indicating a disordering (related to
dislocations proliferation) of the vortex matter induced by field increase. The

induction profiles exhibit sharp crossover near B,, from the structure typical of

surface and geometrical barriers in the presence of weak bulk pinning to Bean-like

profile-structure: This crossover results from the onset of the strong pinning at B,,. In
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addition, a kink in m vs. T of NCCO is observed in the range of fields where B,, is
found. However, the location of this kink in the (B, T) phase diagram does not coincide
with the location of B,,. This is explained as a consequence of the decreasing B,,(7)
line in NCCO, resulting in freezing of flux when the B,,(7) line is crossed through a
temperature increase.

All these measurements point to a vortex solid-solid phase transition.

II1.1.2 YB32C11307_5
In twinned YBa,Cu3;07.5, the usually observed smeared peak with unresolved

onset was difficult to associate with a vortex phase transition. Only recently,
measurements in untwinned YBa,Cu3zO,5 revealed a well-resolved second
magnetization peak [75, 76], similar to that observed in Bi,Sr,CaCu,0g:5 and
Nd, 35Ce.15CuO45 crystals. However, the peak is still broad and the identification of
a specific feature that would possibly mark a phase transition remains unclear. As we
shall clarify below, this identification becomes critical in YBCO, because values and
temperature dependences of various features differ greatly.

In this section, we present local magnetic measurements in an untwinned
YBa,Cu;307.5 crystal as a function of temperature, field and time, revealing anomalies
occurring along the same line Bi(T) in the field-temperature plane. These include: (1)
an abrupt increase in the local magnetization vs. temperature; (2) a pronounced time-
independent kink in the magnetization vs. field curves; (3) a marked change in the
behavior of the magnetic relaxation rate with field; and (4) change in the scaling

behavior.
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I11.1.2.1 Samples
Untwinned YBa,Cu30O7 crystals (7, = 93 K) were grown by quenching the

tetragonal phase during flux growth. Two of them from the same batch were
measured in the framework of this work: E1 sample with dimensions 0.5 x 0.3 x 0.02
mm® and Y1 sample with dimensions 0.6 x 0.35 x 0.02 mm’. [77] Although we
mostly concentrate in this thesis on results obtained for sample E1 (the results for the
two samples are qualitatively the same), we perform quantitative comparison
between the results for these two samples in Sections III.1.2.7 and I1I1.2.3.1. This

comparison is a powerful tool for testing a theory.

I11.1.2.2 Local mgnetization curves in YBCO
The local magnetization of the E1 sample was measured as a function of field
at a constant temperature, in the range 40 to 90 K. Typical results, for 7= 60 K, are

shown in Figure I11-9.
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Figure I11-9. Local magnetization m=B-B, ;. in YBCO at the indicated temperatures.
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A well-resolved onset of the second peak, similar to that reported for
Bi,Sr,CaCuy0s45 [11] and Nd; g5Cep,15CuOq.5 (see section III.1.1.1), is observed here.

We call attention to the pronounced kink at a field B in between the onset-field B,,
and the peak-field B, as indicated in Figure III-9. The temperature dependence of By is
shown by open circles in the magnetic phase diagram of Figure III-10, together with
the irreversibility line (crosses - determined from the coincidence of the ascending
and descending branches of the magnetization curves), and the melting line (diamonds
- determined by a discontinuity in Am(T) in the reversible regime: noisy data in the
reversible regime was averaged to reveal the jump in the magnetization associated
with the melting. This process yielded results consistent with curves obtained in other

works [78-81]. No jump could be revealed above 20 kG.)

B [kG]

Figure III-10. Magnetic phase diagram for the YBa,Cu;0,;5 crystal showing the
temperature T} of the abrupt increase in m(7) (solid circles), the kink-fields B, in m(H)
curves (open circles), the peak-field (triangles), the onset-field (dots), the irreversibility
line (crosses), and the melting line (diamonds). Solid lines are theoretical fits (as
discussed in section I11.2.3).
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I11.1.2.3 Local magnetization vs. temperature measurements in YBCO

The local zero-field-cooled magnetization, m.., and the field-cooled
magnetization, my., of the same YBa,Cu307.5 sample were measured as a function of
temperature at a constant field, in the range 1 kG to 55 kG. To compensate for the
temperature dependence of the sensors’ background, we subtract mg from m,g.
Figure III-11 presents Am = m,z - my. for three representative fields: 8, 16 and 40 kG

applied parallel to the ¢ axis.

e T T T T T
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Figure III-11. Difference between the zero-field-cooled and the field-cooled local
magnetization in untwinned YBa,Cu;0.s plotted vs. temperature for 8, 16 and 40 kG

fields applied parallel to the c axis. The abrupt increase at 7, = 71 K for the 16 kG curve
is marked by an arrow. The inset shows data for several fields between 11 and 25 kG.

The 16 kG curve exhibits an abrupt increase at 7= 71 K, as indicated in the figure. A
similar feature is observed for all fields between 11 and 25 kG, see inset to Figure
MI-11. The temperature 7} increases with the field, as described in Figure III-10 (solid
circles).

This feature disappears below 11 kG and above 25 kG where a smooth curve is

observed, as represented in Figure III-11 by the 8 and 40 kG curves, respectively.
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Note, however, the change in the shape of these two curves. The 40 kG curve exhibits
a linear increase over a wide temperature range, and the 8 kG curve is nonlinear.

A central result here is that the line defined by B; (open circles) coincides
with the line defined by 7% (solid circles), suggesting a phase transition in the vortex
system across this line. Evidently, the line defined by By(T) divides the irreversible
phase into two regions, suggesting that By is a transition line between two solid
phases of the vortex system. We note here that, in contrast to BSCCO, in which all
the features of the second peak are located in a relatively dense manner and have
qualitatively similar behavior, in YBCO the choice of the feature signifying phase
transition is highly important, because the temperature dependences are qualitatively

different for different features (see Figure I1I-10).

111.1.2.4 Local relaxation measurements in YBCO

We show, in Figure I1I-12, the evolution of the second peak with time in the
time range 10 to 3000 sec (solid squares) and the relaxation rate dm/dInt vs. field
(triangles). It is evident from Figure III-12 that, in contrast to the peak-field, which
drifts with time to lower fields, the kink-field By is time independent. As indicated in
the figure, the relaxation rate dm/dInt (triangles) exhibits a minimum at By, a behavior

consistent with the observation of time-independent B;.
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Figure I1I-12. Local magnetization of the YBa,Cu;0,.; sample as a function of field as
measured at T = 60 K. The solid squares describe the evolution of m(B) with time
between 10 and 3000 sec. The relaxation rate (right-hand ordinate) is indicated by
triangles.

The temperature dependence of the peak-field B, in the short time limit, is
also included in Figure III-10 (triangles). As mentioned above, the peak-field drifts
with time to lower fields, indicating that B,(7) cannot be a phase transition line; it
signifies a crossover in the dynamics, from elastic to plastic flux creep (see [74] and
DGS). Note that the temperature dependence of B, is qualitatively different from that
of the phase transition line B;. The lines Bi(7) and B,(T) meet at approximately 73 K,
above which the anomalous second peak splits into two peaks, as previously reported
by Deligiannis et al. [75]. A kink in the magnetization curve is now observed in
between the two peaks. The B, and the By data of Figure 1II-10, above the crossing
point 7 = 73 K, represent the location of the lower peak and the kink that appears

above it, respectively.
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I11.1.2.5 “Scaling” of the magnetization curves in YBCO

More evidence for a phase transition at By is illustrated in Figure III-13:
Scaling of the magnetization curves at different temperatures in a field range, which

includes By, 1s unsuccessful.
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Figure III-13. Scaled magnetization curves for YBCO between 55 and 70 K. Attempts to
scale the curves in the whole field range are unsuccessful. However, separate scaling can
be obtained for fields (a) larger and (b) smaller than B,.

However, as demonstrated in Figure III-13a, the magnetization curves can be

perfectly scaled above and below Bj separately. Above Bj (Figure III-13a), the
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magnetization curves are scaled by the peak field B, and the magnetization peak value
m,. Below By (Figure III-13b), the scaling parameters are the onset field B,, and the
magnetization m,, at that field. The perfect scaling above and below By suggest the
different nature of the vortex matter states above and below this field. This result,
together with the accumulated results mentioned above, indicate that the kink field

marks the vortex solid-solid phase transition.

I11.1.2.6 Identification of By as the field of phase transition in YBCO

As we have shown, local magnetic measurements in an untwinned
YBa,Cu;07.5 crystal (as a function of temperature, field and time) exhibit anomalies

along the same line Bi(T), which is identified as a transition field between two vortex
solid phases.

As is clear from Figure III-11 and Figure III-10, the local magnetization vs.
temperature exhibits an abrupt increase in a limited field range only, corresponding to
the increasing branch of Bi(7). Crossing this branch by raising temperature at a
constant field corresponds to a phase transition from a state with relatively high
persistent current to a state with low current. This phase transition is accompanied by
a burst of flux lines penetrating the sample, manifested by an abrupt increase in the
magnetization. This feature is absent when further raising the temperature to cross the
Bi(T) line along its decreasing branch. This is because the system crosses from a high-
current to a low-current state, that is, flux should be expelled from the sample, a
process that is impeded by the presence of an external field (similarly to the
phenomenon observed in NCCO, see III.1.1.4). The transition in this case is
manifested by a slight decrease in dm/dT at the transition. For fields larger than 25 kG
and smaller than 11 kG, raising the temperature does not lead to crossing of the Bi(7)

line and, thus, no sign of a phase transition is observed in m(7) measurements.
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As we mentioned, the three fields indicated in Figure III-10, B,,, B, and B,,
characterize the anomalous second peak in the untwinned YBa,Cu307.5. We identified
By as a transition field between two vortex solid phases and B, as related to a dynamic
crossover from elastic (collective) to plastic flux creep. The increase of the persistent

current at onset field B,, probably originates from the transient phenomena described

in Chapter IV.

I11.1.2.7 Quantitative comparison of different YBCO samples

In this section, we compare data measured in two YBCO samples, denoted as
Y1 and E1 (see III.1.2.1). This comparison will enable us to extract relationships
between important pinning characteristics, such as disorder parameter y and single
vortex depinning temperature 7y, for the two samples and a similar relationship
between By(T—0). These relationships will help us test the disorder-induced transition
model in the theoretical section I11.2.3.1.

The width of the magnetization loop at low and high magnetic fields far from
the transition was extracted at the same temperature for both samples, as well as the
value of the transition field Bi(T—0) (see Table III-2). The results of comparison are

presented in the following table:

Sample Y1 Sample E1
Bi(0), kG 7 11
Amyy,, G 182 113
Ampign, G 1000 700

Table III-2. Comparison of two YBCO samples. First row: B, (7—0). Second and third
rows: width of the magnetization loop 4m for T =55 K at H = 1000 Oe and H = 40 kOQe,
respectively. These values were probed at the same distance of about 130 pm from the
edge to ensure that the ratio between Am for the two samples represents a ratio between
persistent currents.
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We find that, consistently, the hysteresis loop is wider in the sample Y1 than in the
sample E1: both Am,, and Amy,g, are larger for Y1 than for E1. This fact indicates
that the pinning in Y1 is stronger. To estimate the ratio between disorder parameters v,
characterizing pinning strength, for Y1 and El, we assume here that at low fields

vortices are pinned in a single vortex (SV) regime. Because in this

2/3

regime j oc j ocy”” [8], and, in general, joc Am, we obtain

vty [amon T
v(ED) | Am(E1)|

y(Y1)

Calculation then yields
v(ET)

~ 2 under an assumption that at H = 1000 Oe, the creep

is governed by SV regime, that is, taking Am = Amy,,,.
We are also able to extract the relationship between depinning temperatures

T;, for samples Y1 and EI, which is determined by poocy”3 [8], yielding

T, (1)
T, (El)

1.25.

B, (Y1)

k

Finally, from Table III-2 we extract ~0.64 . This experimentally

obtained ratio will be compared with a theoretically predicted one in Section 111.2.3.1.

I11.1.2.8 Summary of the experimental results for YBCO

Magnetization vs. field (m vs. H) in YBCO crystals reveals as sharp onset of
the second peak, as in BSCCO and NCCO. We also observe, for the first time, a
pronounced kink in m vs. H curves of YBCO. This kink’s location on the (B,T) phase
diagram of YBCO coincides with a no less pronounced kink in magnetization vs.
temperature (m vs. T) curves; the latter is observed in a range of fields that is exactly
the range where By is observed. The kink field By is also signified by a minimum in

the relaxation rate. It is not moving with time, in contrast to another characteristic
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field B,, the field of the second peak. We also find that magnetization loops measured
at different temperatures may be “scaled,” either for fields lower than By or for fields
higher than By, supporting the existence of different vortex phases below and above
By. All these results point to a vortex solid-solid phase transition in YBCO occurring
at the kink field By, rather than the onset field B,,.

The kink in m vs. T curves of YBCO is observed in the range of fields where
By 1s found. However, in contrast to NCCO, the location of this kink in the (B,T)
phase diagram does coincide with the location of By in m vs H curves. This is
explained by a different behavior of the solid-solid transition line: It decreases in
NCCO and increases in YBCO.

111.1.3 Bi] ,6Pb0,4Sr2CaCuzOs+5

Our next step was to investigate a system with high 7., as, for example, in
BSCCO, but with a somewhat reduced anisotropy. For this purpose we analyzed the
"fishtail" data obtained for BSCCO after Pb-doping, known to reduce the anisotropy

without affecting much 7. 1In this section, raw data measured for
Bi; 6Pbg 4Sr,CaCu,0g5 (Pb-BSCCO) are presented. These data were measured in our

laboratory by M. Baziljevich and Y. Abulafia (for more details, see Ref. DG17 in the

Appendix). We performed the analysis presented in Section II1.2.4 of this thesis.

I11.1.3.1 Local magnetization curves in Pb-BSCCO

Figure 11I-14 shows typical magnetization loops m=B,-Bs ¢ measured for the Pb-

doped sample, plotted against the local induction By.
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Figure I11I-14. Magnetization loops m=B,B;, plotted against the local induction B,, for
the Pb-BSCCO crystal at 84, 88 and 92 K.

Probe 4 is located close to the sample center, whereas Bs o is the average signal
of probes 8 and 9, which are located close to the neutral line position. At the neutral
line, B is approximately equal to the applied field H. The three loops in Figure III-14
were obtained at 84, 88, and 92 K, illustrating the particular temperature dependence
of the magnetization in this temperature range near 7. The sample exhibits a distinct
second peak, that is, a strong increase in the magnitude of the magnetization in an
intermediate field range. Experimentally, one may define three characteristic fields,
which are indicated in the figure: B,,, By, Bi.. The temperature dependence of these

characteristic fields forms a phase-diagram in the B-T plane.
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The phase diagram obtained for the Pb-doped sample in the temperature range

15-92 K is presented in Figure I1I-15.
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Figure I11-15. Magnetic phase diagram defined by the fields B,,, B,, and B;,,, determined
for the Pb-BSCCO sample.

All the fields (B,. By, and B;,) are found to exist over this whole temperature
interval. Between 25 and 50 K, the value of B,, is approximately constant. The value
then slightly increases and after 70 K decreases rapidly, together with the other
characteristic fields, as 7 approaches 7,.. Below 25 K, B,, rapidly approaches the
value of B,,. This occurs because the magnitude of the full penetration field becomes
comparable to the characteristic field of the second peak, eventually masking the

fishtail effect at the lower temperatures.
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111.1.3.2 Local relaxation measurements in Pb-BSCCO

Relaxation measurements in Pb-BSCCO, as in NCCO, show (see Ref. DG17 in
the Appendix) that the phase transition cannot be located at the peak, because its
position is determined by dynamics. The onset position, however, is more likely to
describe the real location of the phase transition. It is also evident from these
measurements that after the second peak the relaxation is dominated by plastic creep,

similar to what happens in NCCO.

I11.1.3.3 Summary of the experimental results for Pb-BSCCO

Local m vs. H measurements in Pb-BSCCO reveal a sharp onset B,, of the
second peak, as in YBCO and NCCO. The range of fields in which B, is observed is
close to that of NCCO. However, its temperature dependence is non-monotonic,
rather, a reminder of that of B; in YBCO (see Figure II-10). Results of relaxation
measurements indicate that B,,, and not B,, is a field of the phase transition in Pb-
BSCCO. They also indicate that after the second peak, the relaxation is dominated by

plastic creep similar to the scenario in NCCO.

II1.2 Theoretical analyses of the vortex phase transition lines

In this section, we analyze the experimentally measured phase transition lines
in the light of the model of disorder-induced transition. [14-16, 18, 19] We coin a
common name, By, for B,, in NCCO and Pb-BSCCO and B; in YBCO. This name
describes a field of the solid-solid transition. We show below that the behavior of
B.(T) in all three systems can be explained on the basis of this model, despite the

qualitatively different behavior of B, (7) observed in these systems.
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I11.2.1 Derivation of B(7)
In the context of the disorder-induced transition model [14-16, 18, 19]
mentioned above, in the region in which the thermal energy may be neglected, B,, is

determined by equating the elastic energy
E, =¢g cia, (111.6)

with the pinning energy £

pin

=U,,(L,/ L))" . In these expressions &, =(®,/47A)’, is
the vortex line tension, ¢; = 0.1 — 0.3, the Lindenmann number,

U, =(re’e,&")" (1L.7)
is the single vortex depinning energy, L, ~2¢athe characteristic length for the
longitudinal fluctuations induced by elastic interactions, L’ = (¢*g;&* /y)"” the size of

the coherently pinned segment of the vortex, y the disorder parameter, and (in the 3D

case) s<L.<Ly. The equation

E,=E, (IIL8)
then yields
B, =BU,/U,T (I1L9)
where B, =c;®,/&* and U, =c,eg,E/2'"°, and finally
B =22 cij);ég (II1.10)
® 167°A°Ey

Thus, the temperature dependence of Bj, has its origin in the temperature dependence
of £, A, and y. Although the temperature dependence of £ and A is universal, that of y
depends on the pinning mechanism. Pinning may be caused by spatial fluctuations of
T. (“OT.-pinning”) or of the charge carrier mean free path / (“d/-pinning”) near a
lattice defect. Spatial variations of 7. lead to spatial modulation of the linear and

quadratic terms in the Ginzburg-Landau (GL) free energy functional, whereas
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variations of the mean free path affect the gradient of the order parameter in the GL
functional. (For further discussion, see Ref. [8], p. 1141). Our fitting procedure
demonstrates that the temperature dependence of Bg(7) determines, unequivocally,
which one of these two pinning mechanisms dominates, as these two pinning
mechanisms give rise to qualitatively different behavior of By(7): For 87.-pinning

yocl/A* and

3/2

B, (T) =B, (0)[&T)/&0)] " =B (O)[1-(T/T,) ] (1IL11)

that is, B, decreases monotonically with 7, whereas for 8/-pinning y oc 1/(1&)*, and

B.(T) =B, ()&(T)/£(0) = B (0)(1-(T/T)*) (IIL12)

that is, B, increases with 7.
We show below the success of this theoretical model in explaining the data

obtained in the previous sections.
I11.2.2 Nd1,35C60,15Cll04_3

It can be shown that that the condition for the 3D case (s<L.<Ly) is fulfilled in
NCCO (where s~0.6nm ) in most of the temperature range, as may be verified by

substituting ¢ = 1/30 [71] & = 8 nm [82, 83], 4 = 100 nm (°) and
2 1/3
J. zé{y—g} ~10°4/cm> (estimated from the width of the hysteresis
0 80

magnetization loop) in the above expressions for L. and Ly, yielding L. ~3 nm and L,

~30 nm. (Lo was calculated for B =200 G ~ By,.)

> The penetration depth A was estimated from our magnetic measurements of the lower critical

field and is consistent with Ref. [84].
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A one-parameter fit of By for Nd;ssCep;sCuO45 to Eq. (IIL11) yields
B(0)=270 G. The fit is shown in Figure III-3 (solid line).

The agreement between the calculated and measured data is apparent.
Returning to Eq. (IIL.9) when T = 0 is substituted we extract the value of
T,=U,(0)~60K >T,, confirming that thermal depinning is insignificant in the
NCCO experiment.

The above analysis allows comparison of the three energy scales, E.;, E,;, and
E, in the NCCO system. These energies are shown in Figure III-16 as a function of

temperature and field.

BSCCO

NCCO

B[gy

(a)

Figure III-16. Elastic (E,.), pinning (E,;,) and thermal (E,) energies as a function of
temperature and field (a) for NCCO and (b) for BSCCO. E,, is negligible in most of the
temperature range in NCCO but only at low temperatures in BSCCO. In these
temperature ranges, B,,(7) is the projection of the crossing line E.,~=E,;, on the B-T
plane. In BSCCO, the melting line is the projection of the crossing line E,=FE,, on the B-
T plane.

The figure demonstrates that both E,; and E,;, are decreasing functions of temperature

and field, but the decrease of the elastic energy is faster, causing E.(B,7) and
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E,i,(B,T) surfaces to cross each other. The projection of this crossing line on the B-T
plane is the B,,(7) line.

Note that the thermal energy is well below E. and E,;, for most of the
temperature range. The situation is different for BSCCO (°), as shown in Figure
III-16b, using the parameters 7. = 90 K, ¢ =1/100, B,,(0)=450 G. As apparent from
the figure, in BSCCO E;, plays an important role, and one can identify both B,,(T)
and the melting line B,,(T). Note that the crossing line of £,; and E,;, can be viewed as
Bon(T) only at low temperatures where the contribution of £, can be neglected. Figure
III-16b indicates that in this region B,,(7) is temperature independent.

I11.2.3 YBa,;CuzO7;

The Bys(T) curve of YBa,Cu305.5, Figure 1II-10, is markedly different from the
corresponding curves obtained in Bi,Sr,CaCu,0s:5 and Nd; gsCeo 15CuO45 crystals
(see Figure I-1 and Figure III-3). While B(7) is approximately constant in
Bi,Sr,CaCu;,0s:5 and decreases monotonically with temperature in Nd; gsCep ;5CuOa.
s, it 1S a non-monotonic function of temperature in the untwinned YBa,Cu307.. In the
following, we explain these pronounced differences within the framework of the
disorder-induced transition theory [14-16, 18, 19].

In Bi;Sr,CaCu,0s45, By, persists up to only 40 K, well below 7. In this
temperature range (7<<T,) all the superconductor parameters are almost temperature
independent. As a result, the line defined by E.; = E,;, is approximately temperature

independent. In Nd; gsCeo.15CuO45 (T, = 23 K) and YBa,Cu3;075 (7. = 93 K), By

% Note that, due to higher anisotropy in BSCCO, a more accurate analysis that would take into
account 2D and 3D pinning regimes (see analyses for Pb-BSCCO in Section I11.2.4) is needed. Figure

II1-16b serves here for purpose of qualitative comparison only.
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persists up to at least 7/7. = 0.93 and 0.86, respectively, and, therefore, the
temperature dependence of the superconductor parameters affects E,;,(7) and E.(7T)
and, consequently, By (7). As discussed below, B,(7) depends strongly on the specific
microscopic pinning mechanism - different mechanisms may cause either an increase
or a decrease of By with temperature. As a matter of fact, the specific behavior of
By (T) may serve as a probe for the microscopic pinning mechanism. Thus, both the

decrease of B(7) in Nd; 35Cep15CuQO45 up to the close vicinity of 7,, and the weak
increase of B up to 66 K in YBa;Cu307.5 find a natural explanation as a disordered-

induced phase transition, taking into account the different origin for the pinning
mechanism in these particular samples. Quantitative fits of the experimental data for
the three samples show good agreement with the theoretical predictions. A detailed

explanation of the fit procedure is outlined in the following paragraphs.

Near the transition, for temperatures below the depinning temperature T,

(defined below), the increase of B, with temperature observed in YBa,Cu;O7

indicates a &/-pinning mechanism, supporting the conclusions of Griessen et al. [85,
86]. A one-parameter fit of Eq. (II.12) fits the By, data for YBa,Cu3;07.5 up to 7= 66
K well, as shown by the solid line in Figure III-10, yielding B,(0) = 11 kG. Above 66
K, Bs(T) exhibits a dramatic increase, which may be attributed to a strong decrease of
the pinning energy E,;,, suggesting that for our YBa,Cu307.5 sample, the depinning
temperature 7, = 66 K. This value of 7,4, will be further justified below. To fit the
data above T,,, we note that at 66 K, at the solid-solid transition field, £, = E,;, = 80
K are both comparable to k7, and, thus, one must take into account the contribution of

the thermal energy. This may be accomplished by introducing the strong thermal

smearing of the pinning disorder through an exponential increase of the Larkin length

47



L =(T, I T)L exp(c((T/T,,)* ~1)) (IIL13)
for T >T,, , where ¢ is a number of order 1 [8, 15]. Introducing this expression of L.
in £, =U,(L/ L))", and equating E,;, to E,; yields the solid line in Figure I1I-10

between 66 and 75 K, using the same parameters as above, that is, 7y, = 66 K and

B(0) = 11 kG. This approach is valid only in the vicinity of 7,,. Our calculations

show that above 75 K, L. > L and the pinning energy is now given by E . =\/y&°L,

pin

[16], that is, no longer dependent on L.. Therefore, the fast decrease of E,;, with

temperature is moderated, and the increase of the superconducting parameters with
temperature causes By, to decrease.

We note that in some samples, for example, doped and electron irradiated

Bi,S1,CaCu,0s:5 [70, 87, 88], By may also increase with temperature, suggesting a

0l-pinning mechanism in these samples.

I11.2.3.1 Quantitative test of the model: comparison between two samples

The quantitative analysis in the model presented above, is complicated by a
presence of unknown parameter c¢;. This is why Bg(0) may be determined only
through a fit of experimental data. The way to avoid this difficulty in testing
theoretical predictions for the influence of pinning strength on the solid-solid
transition is to calculate ratios between measurable quantities, such as B(0) and T,
for two different samples with similar properties, except the slightly different disorder
strength.

If the disorder-induced transition is correct, then we expect that in the sample

with higher pinning, the By, will be lower. This should be governed by the expression

B, (0)c T, oy (3.14)

AR

48



This is indeed realized when comparing samples Y1 and El (see experimentally

obtained values in III.1.2.7). We obtain %:O.s, as compared with

B, (Y1)
B,(E1)

~0.64, showing a discrepancy as small as 20%, strongly supporting the
model. We can also check the assumption we made that the temperature at which a
strong increase in By, takes place (see Figure III-10) is the depinning temperature 7.
Depinning temperature must grow with an increase of pinning and, therefore, to
decrease with increase of By. This is governed again by Eq. (3.14). To check our

assumption about 7, we extracted those temperatures from the B(7) curves (see

Table III-3).

Sample Y1 Sample E1

Ty, K 75 66

Table I11-3. Comparison of 7,, for samples Y1 and E1.

T, (Y1

The relation for 74, coming from Table III-3 is then ~1.14, as compared with

dp
1.25 obtained from Table III-2. This discrepancy, as small as 7%, supports our
assignment of 7, to a point of strong increase in B.

111.2.4 Bil.GPb0_4Sl‘2caCU2Os+5

In this material, to equate £, with E,; it 1s important to take into account three
possible regimes for the pinning energy. These regimes are defined by the three
length-scales in the problem: the interlayer spacing s, the characteristic size of the
longitudinal fluctuations in a cage Ly, and the size of a coherently pinned segment of

the vortex. For a 2-D case (L. <s < L) [16]

1/5
E, =U, (—Oj (1IL.15)



Fora 3-D case (s <L.) [15, 16] if (L. < Ly) it becomes

c

1/5
L
E,.=U, (L—Oj (II1.16)
whereas, for the case s < Ly < L. [16]

E,. =\7L, (II1.17)

where U, =7./ys is one pancake pinning energy. Equation (IIL.8), in which Ej;, is

determined by (III.15), (III.16), or (IIl.17) and E,; is determined by (II1.6), yields the
temperature dependence of the solid-solid phase transition line By(7) in each of these
three regimes.

The curve Bg(T) for Pb-BSCCO is identified by the full squares in
Figure III-15. We now consider the By(7) dependence in the temperature range 25 <
T < T, , where it is not influenced by the interference with the “first peak™ (see
I1.1.3). The line By(T) is composed of three regimes: (1) By, initially decreases with T;
(i1) By then slightly increases with 7, exhibiting a maximum; and, finally, (ii1) Bis
decreases again up to 7.. It can be shown that these three regimes are directly related
to the three E,;, regimes outlined above. First note that L, is temperature independent
and, for fields of order By, (several hundred Gauss), Ly is larger than the interlayer

spacing s = 1.54 nm. (For example, for B=300 G, L, = 7.6nm ). Substituting the value

of the anisotropy, & =1/68, obtained in Ref. DG17 in the Appendix, and reasonable

values for £=1-10nm and A=100-200nm, it follows that L, << I nm at low

temperatures. It is, therefore, possible to conclude that, at low temperatures, we are in

the limit of 2D-pinning. Then, substituting Eqs. (IIl.15) and (II1.6) into Eq. (IIL.8),

one obtains, for the o7 -pinning case:
s/2 4 5/4
B ()& =B (0)[1 —(T/T) ] (IIL.18)
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The fit of this expression to the experimental data for 25 < 7 < 48 K is shown in

Figure I1I-17.

30 | 60 | 90
T [K]

Figure III-17. Second peak onset field B,, versus temperature for the Pb-BSCCO crystal
(circles) shown together with a theoretical curve E, = E,;, for different pinning regimes
(solid lines).

Around 48 K, By, starts increasing with temperature. For none of the parameters in Eq.
(IIT.19) can the temperature dependence change in such a way that By will start
increasing. Therefore, it seems reasonable to conclude that at around 48 K, there is a
crossover to a regime where L., exceeds the value of s. A mechanism, which may
explain such an abrupt increase in L. is the temperature smearing of the pinning when
the transverse thermal fluctuations of the flux lines become larger than & This occurs
at the single vortex depinning temperature. Our experimental results suggest that for
Pb-BSCCO, T, = 48K. Above this temperature, the Larkin pinning length starts
growing exponentially, as given by Eq. (III.13), as a result of a thermal smearing of

the quenched disorder. Indeed, our calculations show that in the vicinity of 7 = 48 K,

L. =1 nm and becomes of order s. This growth causes a crossover to a regime where s
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< L.< Ly and B,,(T) 1s then determined by substituting Eqgs. (Il.16) and (IIL.6) into
Eq. (IIL.8). A fit of By(7T) in the temperature range 48 < 7T < 66 K yields the line
described in Figure III-17. In this regime, B, is predicted to increase with
temperature. The decrease of By, with temperature above 7' = 66 K implies that at this
temperature L. exceeds the value of L. Indeed, our calculations show that, in the
vicinity of 66 K, L. = Ly= 5 nm, implying the validity of Eq. (III.17) for E,;,. A fit of

the By, data for T > 66 K, based on Eq. (III.17), is also shown in Figure III-17.

II1.3 Summary and conclusions

In this chapter we identified a vortex solid-solid transition in NCCO, Pb-
BSCCO, and untwinned YBCO crystals.

We find that the temperature dependence of the transition field By, in these
crystals differs markedly. Nevertheless, we were able to explain the different
behaviors when using the same model, the model of disorder-induced transition, based
on the competition between E,;, and E.. We applied this model in different vortex
regimes and introduced different pinning mechanisms. We showed that, at
temperatures lower than 7,,, the temperature dependence of B, originates from the
temperature dependence of correlation length &.

In contrast to NCCO, for the B(7) lines of Pb-BSCCO and YBCO, thermal
fluctuations must be explained for temperatures larger than the single vortex
depinning temperature. At 7> Ty, the Larkin length starts to grow exponentially, thus
accelerating the decrease of pinning energy. This is reflected in B(7) line as a sudden
increase at 7' = Ty,

We find also that, from the behavior of the solid-solid transition line at low

temperatures (7 < T,,) one may infer the microscopic origin of the pinning: the
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decreasing B,(7) line implies 87,-pinning mechanism, and increasing By (7) implies
d/-pinning. We find, using this method, that NCCO and Pb-BSCCO have 87 -pinning
and YBCO has &/-pinning.

In addition, to describe a temperature dependence of By, in Pb-BSCCO,
transitions among three different pinning regimes must be considered: (L. < s < Ly), (s
< L. < Ly)and (s < Ly < L.). These regimes are crossed in Pb-BSCCO, due to its
relatively high anisotropy and critical temperature.

We also test the applicability of the disorder-induced transition in YBCO by
testing its predictions with regard to the values of the B(0) and 7,,. Although these
values cannot be obtained directly, because the Lindenmann criterion ¢, is unknown,
it is possible to test the theoretical prediction for the ratio of By and Ty, for two
crystals with different pinning. We find an experimental value of 1.25, as compared
with a theoretically predicted value of 1.14 for 7, and for By, we find an
experimental value of 0.64, as compared with a predicted value of 0.5. This indicates
a very good agreement between theory and experiment.

The materials chosen for this study (NCCO, Pb-doped BSCCO, and YBCO)
have different values of superconducting critical temperature T., anisotropy &, and
other superconducting parameters. Nevertheless, we associated the vortex solid-solid
transition in these materials with the disorder-induced transition. It is, therefore,
expected that the same phenomenon observed in other HTS and LTS crystals is also
associated with the disorder-induced transition. This work provides tools for
analyzing the behavior of the solid-solid transition in other materials. An additional
important result of the proposed analysis is the ability to extract other valuable
information, such as the microscopic pinning mechanism, from the behavior of the

solid-solid transition line.
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IV Nucleation and growth of the vortex solid phases

In the previous chapter, we described the thermodynamic solid vortex phases
and the transition between them. In this chapter, we focus on the process of formation
of the thermodynamic phases, that is, on the transient vortex states preceding the
establishment of the equilibrium: thermodynamic states. For the purpose of tracing
this transient state, we developed a high-temporal resolution magneto-optical system
that enables the imaging of the time evolution of the induction distribution in the tens-
of-milliseconds time scale. Our measurements revealed the dynamic coexistence of a
quasi-ordered vortex phase and a transient-disordered vortex phase. The growth
process of the solid phases could be traced for the time. In the following, we present
the experimental results and propose qualitative interpretation. A quantitative
analysis, based on the time-dependent Landau-Khalatnikov equation, is presented in

the next chapter.

IV.1 Experimental
The study was performed on two BSCCO single crystals, referred to as S1

(0.66 x 0.24 x 0.03 mm’, 7, ~ 80 K) and S2 (1.5 x 0.68 x 0.03 mm’, 7, ~ 88 K),

which were grown by T. Tamegai, using the traveling solvent floating zone method
[89]. In the temperature range of the experiments described below, By, is estimated,
from static magnetization loops, to be at approximately 400 G for both samples. The
normal component of the magnetic induction, B, was detected on the sample's surface,
employing magneto-optically active ferrimagnetic iron-garnet films with in-plane

magnetization (see Chapter II). Polarized light passing through the indicator changes
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its angle of polarization as a function of the local magnetic induction. Measurements
were performed immediately after a sudden change in the external magnetic field H,
(change-time ~ 50 ms) applied parallel to the c-axis and perpendicular to the sample's
surface. More than 100 two-dimensional images were then captured by a CCD video
camera at minimal time intervals of 40 ms. From these images, one-dimensional
profiles (induction vs. position) across the sample width were extracted. These
profiles are usually obtained by averaging several neighboring profiles.

Two basic types of experiments were performed:

1. Field-Step-Up (FSU) experiment

In this kind of experiment (up-pointing arrows in Figure IV-1), the sample is
suddenly exposed (field rise-time ~ 50 ms) to a magnetic field H,, and the time

evolution of the flux distribution is monitored.

700
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500;
a00 |
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Figure IV-1. Schematic description of FSU and FSD experiments.

2. Field-Step-Down (FSD) experiment
In this kind of experiment (down-pointing arrow in Figure IV-1), the magnetic

field is first raised to well above By, and, then, after long enough waiting time (to
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allow for establishment of the high-field phase), the field is decreased sharply to a

value H, < By, at which value the flux distribution is monitored.

IV.2 Field-step-up experiments

IV.2.1 Imaging of magnetic relaxation from first flux entry to equilibrium
(Bs << By)
Figure IV-2 shows the time evolution of the magnetic induction profiles at 7'
= 20 K, after a step increase (rise time = 50 ms) of the external magnetic field from

zero to 400 G. The time elapse between subsequent profiles is 100 ms.
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Figure IV-2. Magnetic induction profile evolution after sudden application of magnetic
field in the field range of the ordered phase. Sample center is at x = 0.

As indicated by the profiles, the induction near the sample edge (B, = 300 G),
is well below By,. Initially, Bean-type profiles are observed, gradually evolving into
equilibrium dome-shaped profiles. The sharp induction step at the edges is due to

surface currents j; [90]. Assuming, in addition to j,, a uniform bulk current density jj
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(see schematic currents distribution on Figure IV-3), the profiles of Figure IV-2 may

be fitted to the Biot-Savart law.

Figure IV-3. Schematic electrical current density distribution under assumption of
uniform bulk current.

400 200 O 200 400
X [um]

Figure IV-4. Time evolution of the magnetic induction profiles for field H, = 380 Oe (B,
=320 G), for sample S2 (B, > 400 G). Profiles shown are measured at7=1.4, 2.2,3.7,5.4,

and 9.8 s. Solid lines are theoretical fits with bulk current density j, and surface current
density j; as parameters. Inset: Log-log plot of j, vs time.
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Such a fit is shown in Figure IV-4. In the long time limit, a dome-shaped profile,
characteristic of surface and geometrical barriers in thin samples [73], is observed.
Inasmuch as B < By, throughout the sample, the dome-shaped profile implies the
establishment of an ordered stable state with vanishing bulk current density j,. The
time dependence of j, (as deduced from fits of the profiles employing the Biot-Savart
law) is shown in the log-log plot in the inset. It exhibits unconventional non-
logarithmic creep behavior.

IV.2.2 Dynamic coexistence of two phases (B, ~ B,,)

The data of Figure IV-4 show no evidence for the coexistence of different
vortex phases in different parts of the sample. An evidence for such a situation is
observed when B, is closer to B. Figure IV-5 shows the time evolution of the
magnetic induction profiles in sample S2 at 7' = 20 K, after a step increase of the

external magnetic field from zero to 470 Oe.

200 0.33 edgel

-400 -200 0 200 400

X [um]

Figure IV-5. Time evolution of the magnetic induction profiles for field H, = 470 Oe (B,
= 450 G) for sample S2 (B, > 400 G). Profiles shown are measured at indicated times.

Solid lines are theoretical fits, with j,, ji, ji, and x; as fitting parameters. Arrows point to
the location x; of the breaks in the profiles, deduced from the fits.
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A striking feature in Figure IV-5 is the development of a sharp change in the
slope (break) of the induction profiles at x = x; (marked by arrows) and at
corresponding induction B = By. Figure IV-5 exhibits the following properties of this
break:

1) The induction By corresponding to the break is much below B, > 400 G.

2) The induction By grows with time.

3) The point x; moves progressively with time toward the sample edges at

lx|=w/2.

Let us now try to explain the origin of this break. In the following, we show
that remarkable changes in the bulk current density and in the magnetic relaxation
characteristics occur at the point x. We first note that, in contrast to the profiles
shown in Figure V-4, the profiles of Figure IV-5 cannot be reasonably fitted to the
Biot-Savart law using a uniform bulk current density. However, assuming two
different values, j, and j;, for the bulk current density on both sides of x; (see
schematic current distribution on Figure IV-6), one obtains excellent fit, as shown by
the solid lines in Figure IV-4. Using the Biot-Savart law, the normal component of the
induction is expressed as a function of a surface current density j;, and bulk current
density j(x), which is equal to j; for [x| <xp j, for x,< [x| < w/2 and zero for |x| > w/2.
Fitting this expression to induction profiles measured at different times yields the time

dependence of jy, i, jx, and xy.
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Figure IV-6. Schematic electrical current density distribution in the presence of break at
Xr

The log-log plot in Figure IV-7 shows that the bulk current density jj,
corresponding to the part of the profile near the edges, exhibits a power-law decay
with time (fit yields jj oc "), whereas ji(t) exhibits deviations from a power-law;

similar deviations were observed in j, (see inset to Figure IV-4).

j
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Figure IV-7. Log-log plot of j,(f) and j(7).
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The power-law decay observed for j,(f) implies logarithmic divergence of the
activation energy for flux creep, as the current density approaches zero [8, 67]. This
behavior is characteristic of the disordered (glassy) vortex state with plastic creep [91-
93].

The existence of two different bulk currents on both sides of x; the different
time-dependence of the currents, and the movement of x; with time imply dynamic
coexistence of low- and high-j phases on both sides of x.

In an effort to understand the nature of these phases, we extracted the E-j

characteristics for both phases (Figure IV-8), by spatially integrating 0B, /0t in Eq.

(II.1). The best fits to a power-law E o j* yield n = 1.9 and n = 3 for j; and j,

respectively.
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Figure IV-8. Local current-voltage characteristics for disordered phase — E(j,) taken at
x = -290 um (see Figure 1V-5) and ordered phase — E(j;) taken at x= —130 pum. Dashed
lines represent linear fits.

To extract values for critical current density, we note that in our experimental

time-window both curves behave rather linearly, enabling extrapolation toward £ = 0,
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as shown by dashed lines in Figure IV-8, which yield ;" =62 kA/cm® and

Jjh=31kA/cm® for T =20 K. Thus, the value of critical current density in the high-j

phase is approximately twice the value for the low-j phase.

We turn now to a discussion of the origin of the intersection point between the
E(j;) and E(j;) curve at the j, point. For currents higher than j, (short times — the break
still has not appeared), there is only a single curve describing the E(j) characteristics
of both phases; in other words, there is only a single transient phase from which the
low-j and high-j phase evolve.

Below are attempts to reach conclusions concerning the nature of this transient
phase from the form of the E(j) curves. As demonstrated in Figure IV-8, at current
densities lower than j,, the E(j;) curve breaks and starts to have smaller slope, and the
E(jy) curve is a direct continuation of the transient E(j) curve’. This implies that the
high-j phase and the transient phase have similar natures, and the low-j phase has a
principally different nature. One can, therefore, claim that, after the sudden
application of a magnetic field, a transient high-j vortex phase is created. The
appearance of a break at x; signifies the nucleation of another low-;j phase in the inner
part of the sample, and the motion of x;signifies the low-j phase enhancement.

IV.2.3 Two-dimensional images

On the one-dimensional profiles (Figure IV-5), the point x; 1s moving toward
the sample edge; therefore, on a 2-D image, xy must be a point on the border between
the expanding low-j phase and the retreating high-/ phase. To construct the borderline

between the two phases, we utilize their different relaxation characteristics. We

" Asa result, for the same current, the electric field E is higher in low-j phase than in the high-

j phase, resulting in a developing break in the induction profile.
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subtract consecutive 2D induction images and plot the difference. In the low-j state,
the decay is relatively fast and the differnces are relatively large (bright in our gray
scale). The slow decay of the high-j state results in a relatively small difference (dark
color). Figure IV-9 illustrates a result of such a procedure, showing a clear border
between the two phases. This border can be viewed as the front of the growing low-j
phase. As shown below, in Section IV .4, the growth rate of the ordered phase depends
on the local induction. The equi-induction lines are curved in a thin rectangular
sample [94]. As a result, the shape of the front of the growing phase, shown in Figure

IV-9, is curved.

edge \ center
High-j Low-j phase
phase .

Figure IV-9. Illustration of the border between the two vortex phases, constructed by
taking the difference of two consecutive images.

IV.2.4 Non-monotonic motion of the front (B, - B,,)
The following describes an experiment done at higher temperature (7 = 23 K)
on sample S1. Here, due to faster dynamics, we were able to observe another mode of

break motion characteristic to applied fields higher than B,.
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Figure IV-10. Time evolution of the magnetic induction profiles for field H, = 510 Oe (B,
=430 G > B,; = 400 G), for sample S1. Profiles shown are measured at r = .14, 0.3, 0.66,
1.3, and 5.94 s. Bold circles denote the location x; of the breaks in the profiles. Solid lines
are theoretical fits. Lower inset: Log-log plot of j,(¢) and j,(¥). Solid line: Fit of power law
for j,(¢), with an exponent -0.34.

In Figure IV-10, we show the time evolution of the magnetic induction
profiles after a step increase of H, from zero to 510 Oe, corresponding to B, > Bi;.
Sharp changes in the slope of the profiles (at break points marked by bold circles) are
evident. Similar to the previous case, the relaxation on both sides of the break point is
governed by different laws, as illustrated in the log-log plot in the inset to Figure
IV-10. In Figure IV-10, the intriguing observation is that the motion of the break point
is non-monotonic. Initially, it moves toward the edges; however, at some point it
changes direction and starts moving backwards, toward the sample center. During this
non-monotonic motion, the induction By at x; increases continuously. In Figure IV-11
we summarize the different modes of motion of x; for sample S1 as plots of By vs xy for

different values of B,/By. Similar results are also observed in sample S2.
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Figure IV-11. The time evolution of B, vs. x; for sample S1 at the indicated values of
B,/By. xyis measured from the center.

As already mentioned, the break in the induction profile at x; (which marks
changes in the bulk current density and in the relaxation characteristics) indicates a
dynamic coexistence of two distinct vortex phases on both sides of xz The
identification of these states and the explanation for the different modes of motion of

xrbecome apparent in considering the following model.

IV.3 Interpretation

The premise of the proposed model is that the sudden injection of vortices into
the sample, through its non-homogeneous edges, creates a transient-disordered state
of the vortex matter. A similar metastable disordered vortex phase, injected by
transport current, was assumed by Paltiel et al. [95] to explain a number of puzzling
observations in NbSe,. This metastable disordered state has been ascribed to surface
imperfections and/or surface barriers, which impede the “smooth” entrance of the

injected fluxons [95].
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On the basis of this premise, all of the observations described above have a
simple interpretation. Subsequent to the flux injection and the creation of the
transient-disordered state, an ordered vortex state starts to nucleate near the sample
center, where the field is minimum. The growth of this state, as dictated by the
thermodynamic conditions, leads to the coexistence of two states with different
characteristics: an ordered state in the sample interior and a disordered state near the
edges. The observed break in the profile at x; marks the border between these two
phases. Consistent with this picture, we observe larger persistent currents and slower
relaxation near the edges, indicating a disordered state.

The monotonic motion of xr toward the edges (Figure IV-5 and the left-hand
curve in Figure IV-11) is now well understood. In this case, Byis smaller than By, and
the front of the ordered state at x; progressively moves toward the sample edges,
creating an ordered state throughout the entire sample, as dictated by the
thermodynamic conditions. When the front reaches the sample edge, the break
disappears, indicating that the entire sample is in an ordered state. The non-monotonic
behavior of x; for B, > By, (Figure IV-10 and the three right-hand curves in Figure
IV-11) can be explained in a similar way. Initially, B, is smaller than B, and,
therefore, the ordered state expands toward the edges. However, as By approaches By,
this expansion comes to a halt, as dictated by thermodynamics. Evidently, in the
region (|x| < xy) occupied by the ordered phase, the induction increases continuously,
due to magnetic relaxation. As a result, the ordered phase starts to retreat, and the
disordered phase gradually penetrates into the sample. This is manifested by the
movement of the break point x; toward the sample center. When the break reaches the
sample center, it disappears, indicating that the entire sample is in a disordered state.

It is important to note that the data of Figure IV-10 and Figure IV-11 indicate that an
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ordered state may persist temporarily above By, as it takes time for the disordered
state to take over. During this time, as the flux creep process continues, the number of
vortices in the system increases and, inevitably, the induction By at the border between

the two phases increases.

IV.4 Growth rate
Inasmuch as it is now clear that the observed phenomena are related to phase
dynamics, we show here the results obtained for a key parameter of the front motion —

the growth rate v, = (dx/dt).

300 350 400
B, [G]

Figure IV-12. v, vs. B, for indicated applied fields B, describing the growth of the
ordered state. The solid line is an analytical curve obtained in Chapter V.

In Figure IV-12, we show the velocity vy as a function of the induction By at the
front, accumulated from different experiments in sample S2, corresponding to the
indicated ratios B,/B,. Figure IV-12 shows that the velocity decreases monotonically
to zero as By increases. Moreover, Figure IV-12 demonstrates that the various v/(By
curves converge as By increases, indicating that the growth rate of the ordered phase is

limited by the induction increase. As By approaches By, we expect the velocity to
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vanish (Br= 400 G in Figure IV-12). On the basis of this interpretation, it is possible
to understand the absence of traces of the transient-disordered state in the data of
Figure IV-2. Inasmuch as B, in this figure is well below By, the lifetime of the
transient state is shorter than our time resolution. To observe the transient state, the
field must be raised to values closer to B,.

The growth rate of the thermodynamic disordered state can be characterized
by the velocity of the front x; after the "turning point" in B, vs xr curves, where the
movement of x; changes direction (i.e., x; starts moving toward the sample center; see
the three right curves in Figure IV-11). Unlike the situation for By < By, where the
increase of Brtoward By, is the main factor limiting the growth of the ordered state, for

Br> By, the induction increase is in favor of the growth of the disordered state.
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Figure IV-13. v, vs. B, for the indicated ratios B,/B,. Arrow indicates direction of time.

This is the case immediately after v, changes its sign (B crosses By); see Figure

IV-13. However, a bit later the growth rate of the disordered state starts to decrease,
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with time halting the vy vs. By curves convergence. Instead, plots of vy vs. (dB/dt)],, do

converge as shown in Figure IV-14.

vV, [um/s]

0
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Figure IV-14. v, vs. dB/dt|.-s for the indicated ratios B,/B,,. Arrow indicates direction of
time.

The possible explanation for this phenomenon is the following. When local B in the
ordered phase crosses some characteristic induction B~ (*), the order-disorder
transformation starts to take place in the bulk. In this case, the break is no longer
signifying the border between two phases but, rather, the “memory” of this border,

and its dynamic is governed by the flux creep.

IV.5 Field-Step-down experiments

In a typical experiment of this type, shown in Figure [V-15, we apply a field of

660 G (significantly larger than By) to sample S2 and wait for a long enough time

¥ B™ is the upper limit of metastability and, in general, is larger than B, For a formal

definition of B**, see section V.3.
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interval until a thermodynamic disordered state is established in the whole sample.
This is manifested by the absence of breaks in the profiles. When this stage is reached,
the field is reduced abruptly to 340 Oe (below Bs;). As shown in Figure IV-15 by bold
circles, in this experiment (as in the FSU experiment), the measured induction profiles
exhibit a break point x;. However, in this case, the break point proceeds from the

sample edge toward the sample center.

-400’ 200 0 200  |400
edge X [um] edge

Figure I'V-15. Time evolution of the magnetic induction profiles at 7= 20 K, after a step
decrease of the external magnetic field, from 660 to 340 Oe at = 0.1, 0.26, 0.46, 0.7, 1.06,
1.54, and 2.3 s. Bold circles indicate the breaks in the profiles.

The results of the FSD experiments can be interpreted in a way similar to the
results of the FSU experiments. When the field is reduced, the induction profile is
partially inverted, causing part of the profile, near the edges, to drop below By,. The
induction is minimum at the edges; thus, the ordered phase nucleates at the edges and
propagates toward the sample center. At the same time, due to magnetic relaxation,
the central part of the profile decreases below By, allowing the growth of the ordered
state throughout the entire sample. Figure IV-16 shows the time dependence of the
location of the break xr for two different external field values, 340 and 240 Oe.
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Figure IV-16. Time dependence of the break point x,for H, = 340 and 240 Oe.

In the time window of our experiment, we are able to follow the break motion
from its appearance (nucleation of the ordered phase) until its end (entire phase is in
the ordered phase). The important observation here is that when the external field is
lower, this process takes less time, in agreement with the conclusions of section 1V.4:
growth rate increases with the decrease of induction.

Important information can be extracted also from Figure IV-17, where time
dependence of local induction on the front for FSD experiments is shown, compared

with the time dependence of By, obtained in FSU experiments.
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Figure 1V-17. Dependence of B;on time (linear-log scale) for different field steps in FSU
(open symbols) and FSD experiments.

The two experiments described above exhibit the growth of the ordered state
under different relaxation processes. Nevertheless, in both experiments, B increases
with time. However, this growth is qualitatively different. Apparently, in FSU
experiments, B, gradually approaches the value of the edge induction, which is
determined by external field. In FSD experiments, however, B, approaches the
induction at the center, the value of which decreases continuously with time, due to
magnetic relaxation. Thus, the final value of By depends on the time of arrival of xyto
the center. In other words, faster relaxation of the induction at the center implies
lower saturation values for By That is what we observed for two FSD experiments, the
B(t) data of which is presented in Figure IV-18. For H, = 240 Oe (bold triangles),
there is a short period of sharp growth of By after which By is stabilized around the
value of 360 G, which is determined by a competition between break motion and fast
flux relaxation. Less then 2 s after quench, the ordered phase invades the entire

sample space. In the second experiment, where the external field was reduced to a
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higher value of 340 Oe (bold circles), Bris stabilized, after a short period of sharp
growth, near the approximately constant value of about 420 Oe, near Bg;.

We also compare, in Figure IV-18, the growth rate v, = (dx/dt), that is, the
velocity of the front of the ordered state at x; for FSU (open symbols) and FSD
experiments. Two features are apparent in Figure IV-18. The first is quite expected:
The growth velocity decreases with time in all cases. The second observation is the

large difference in the growth rate measured in short times in FSU and FSD

experiments.
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40 b -
0

Figure IV-18. Dependence of v¢ on time as measured in different FSU (open symbols)
and FSD experiments.

In interpreting the latter observation, we note that the initial values of v, must
have received a contribution from the different relaxation conditions in FSU and FSD
experiments. In FSU experiments, vortices enter into the sample continuously,
causing the induction throughout the entire sample to increase. Thus, By can increase,
even if v,= 0. In contrast, in the FSD experiments, vortices exit continuously, causing

the induction throughout the entire sample to decrease. Thus, By cannot increase
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unless xris moving rapidly toward the center. Deeper understanding of the mechanism

of influence of vortex relaxation on the growth rate requires further investigation.

IV.6 Summary and conclusions

Our high temporal resolution magneto-optical system reveals that both the
ordered and the disordered thermodynamic vortex states are preceded by the
transient-disordered vortex state injected into a superconducting sample as a result of
an abrupt exposure of the sample to a magnetic field. In the presence of a gradient of

the magnetic field (which is usually time-dependent), after sudden application of the

magnetic field B, ~ By, (FSU experiments), this state is followed by a /ocal nucleation

of the ordered phase near the sample center (or entering flux front), where the
induction is minimal (its value may be much lower than Bi,). This causes a dynamic
coexistence of two vortex phases, possessing different relaxation characteristics E(j),
and the appearance of a sharp break in the profile of the magnetic induction. Also, we

find that the critical current and the exponent n in E oc ;" in the ordered phase are

much lower than in the disordered phase, resulting in a lower momentary persistent
current and faster relaxation in an ordered phase.

The border between the two phases (i.e., the front of the ordered phase) starts
moving with a velocity that depends on the local induction, By at the front, and
vanishes at B,. If the applied field B, is lower than B, the ordered phase grows until
the whole sample is invaded, and an equilibrium-ordered state is established in the

thermodynamic limit. A markedly different behavior is observed for B, > By,. In this

case, the initial expansion of the ordered state ceases, and the growth of the
thermodynamic disordered state, assisted by the flux entrance, takes over. This is

marked by a sharp change in the direction of motion of the boundary between these
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two phases. The field at the boundary (when this change of direction occurs) is
identified as the thermodynamic transition field Bi,.

We find that the velocity of growth of the disordered state first increases as By
increases (and correspondingly |B; — By increases) in agreement with the behavior of
the velocity of growth of the ordered phase. However, at the later stage, the velocity
of the break in the induction starts to decrease (as the creep rate decreases), which is
probably the sign of front corruption.

In the experiments where the field is abruptly decreased (FSD) from above to
below By, the ordered phase nucleates near the sample edge, where the field is
minimal, and grows toward the sample center, consistent with the interpretation
presented above.

In summary, we described experiments that allow, for the first time, direct
observation of nucleation and growth of the vortex solid phases in BSCCO and

provided interpretation and insight into the parameters that govern this process.
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V  Theoretical analysis of nucleation and growth of
vortex solid phases

In this chapter, we propose a theoretical approach to explain the nucleation
and growth of the quasi-ordered vortex solid phase described in the previous Chapter.
Our analysis is based on the Landau-Khalatnikov (LK) time-dependent equation [96]:

6_‘P:_r5_F (V.1)
ot oY

where ¥ and F are the order parameter and the free energy of the system, and I is the
Landau-Khalatnikov damping coefficient. In the following, we define the order
parameter and the free energy for the vortex system and solve Eq. (V.1) for B, < B,.
Dynamic coexistence of a stable ordered phase and unstable disordered phase, with a
sharp interface between them, is demonstrated. The transformation to the equilibrium
state proceeds from the sample center to its edge, by movement of this interface. Our
theoretical analysis dictates specific conditions for the creation of a propagating

interface and provides the time and spatial scales for this process.

V.1 Order parameter

We define the order parameter of the vortex system in a manner analogous to
the definition of the order parameter in order-disorder transitions in atomic solids.
[97] In the latter case, the order parameter p, is a set of Fourier components of the
atomic density, taken at reciprocal lattice vectors g = G. In particular, for an ordered
lattice phase, p, = const # 0 at ¢ = G, and for a disordered state p, = 0 for all g # 0. It
should be noted that, although the order parameter is an infinite series, in reality it can
be replaced by few components (at small G), because the Fourier-image of the

effective atomic potential is a strongly decreasing function of ¢ at high G values.
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Extending this approach to the vortex order-disorder phase transition, we first note
that in small-angle neutron-scattering experiments in BSCCO, [10] Bragg peaks are
observed at low temperatures and low fields mainly in the first Brillouin zone; these

peaks are smeared for fields larger than Bg. Thus, only one component, p; , is
sufficient to completely describe the order parameter (p; is now a value of the

Fourier component of the vortex density at the minimal vector of the reciprocal

lattice). To describe the kinetics of the phase transition, we allow the order parameter

to be temporally and spatially dependent, ‘¥'(r,7) = p; (r,f), assuming that ‘¥'(r) varies

slowly over the inter-vortex distance. The scalar real order parameter W¥(r.,f), so
defined, distinguishes between two thermodynamic solid phases of the vortex matter:

Y = 0 for the disordered state and ¥ =¥ = 0 for the ordered state.

V.2 Free energy density functional

In the Ginzburg-Landau formalism, the phase transition between the ordered
and disordered phases may be described by a free energy density functional F:

1 T IO IR B
F=-D(V¥) ——a¥’ = ¥ +— V2
2 (V¥) 2 3,3‘{’ e (V.2)

where o, f y and D are the Landau coefficients. These coefficients depend on the
vortex-vortex and vortex-pinning interactions, and their evaluation requires a
microscopic theory that does not yet exist. Note that Eq. (V.2) does not describe the
whole free energy of the vortex system, but only the part that is varying through the
phase transition, that is, ¥-dependent.

Inasmuch as the order-disorder vortex phase transition in BSCCO is field

driven, we express the parameter o as a function of B:

a=a,1-B/B") (V.3)
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where B’ is a characteristic field related to the transition field B, = B’ (1 + %J where
7

o)

i/ . Note that for a second order transition (f = 0), By = B’. For a first order

phase transition, metastable states of the system are found between B~ and

B =B (1+4LJ. For B < B, the disordered state is unstable, but the ordered state,
U

characterized by

_y B / _B
‘P_‘Po_zy{H 1+4,u[1 Bj] (V.4)

is stable. For B > B" the ordered state is unstable, and the disordered state with ¥ = 0
is thermodynamically favorable. All the above results are deduced from the
conventional Landau theory for phase transitions [98] by replacing temperature with

the induction B. Schematic F(W) dependence for different B is demonstrated in Figure

V-1.
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Figure V-1. F(¥) dependence for different values of uniform magnetic induction.
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V.3 Initial conditions

In solving Eq. (V.1), we assume an initial non-equilibrium disordered vortex
state (¥ = 0) caused by the rapid injection of the vortices through non-uniform surface
barriers (see Section IV.3). We show that Eq. (V.1) can describe the nucleation and

growth of the vortex ordered phase (¥ = V).

V.4 Constant gradient

We solve Eq. (V.1) for assuming induction distribution with a constant

gradient £l ,thatis, B=5B, _B|1-|~
d d

j, typical for hard type-II superconductors, [48,

67], where d is half-width of the sample (see Figure V-2). In this case, Eq. (V.1) can

be solved analytically for both the nucleation and growth processes’.

B

a

+ B

2d . X

Figure V-2. Schematic drawing of the magnetic induction distribution used in the model.

? Without a field gradient, nucleation will occur at random locations and the growth will

proceed without the creation of a front, see Refs. [99-101]
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V.5 Nucleation process
A solution for the nucleation process, that is, the initial growth of the order

parameter (¥ close to zero), is obtained by neglecting nonlinear terms in Eq. (V.1).

(V.5)

*

1o¥ o’V B,-B B
——=D——+aq,|1- -——x
r ot ox B'd

d‘P(x,t)

X

=0; we also require

x=0

The boundary condition dictated by symmetry is

b4 (x,t) to be a non-diverging function. The solution of Eq. (V.5) is then:

v=> AneA"’Ai[m - ] (V.6)

n=0 X

s

where

1 2
B —B s(B)
A, =Ta,|1-=4 —g"n[a—[’j( j , V.7)
B Y7, B

Ai is the Airy function, & = 0.685, 3.9, 7.06, .. are the solutions of

Iy (Q’n) =J ,5 (g”n) , where J, is the Bessel function, and

1 1

*\3 13

xs=(D‘ﬂf ] =d{%{? } (V.8)
o,B uB

Here, a, = is a dimensionless exchange coefficient. Note that {’is a constant of

7
order n, growing with increasing n.

It is evident from Eq. (V.6) that only terms with A, >0 play a role in the
nucleation process. For B, — B> B, that is, the entire sample is in a metastable or a

stable (but not unstable) state, all A, are negative, implying that the nucleation
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process cannot take place. For B, = B, the induction at the center of the sample is

zero, and the rate of the nucleation process is maximum. Relation (V.7) shows that the
exponent with n = 0 yields the fastest nucleation rate, thus governing the nucleation
process. Therefore, this process may be described approximately by the first term in
Eq. (V.5). In this approximation, dashed lines in Figure V-3 describe the development

of the order parameter during the nucleation process.
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0.8- I d10.8
"
i
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Figure V-3. Nucleation and growth of the order parameter. The nucleation process is
demonstrated by the dashed curves, calculated from Eq. (V.6), for 4,=4,5,, at times
A, =8.12, 9.86, and 11.02. The solid lines, describing the growth process, are calculated
from Eq. (V.11) at different locations x/d=0.3, 0.5, 0.7, and 0.9.

Note that the analytical solution (V.5) describes only the first stages of the nucleation
process, in which the non-linear terms in Eq. (V.1) may be neglected. This solution

ceases to apply when the value of W approaches Wy, that is, after a time period of
order A,'. The width of the ordered domain is then given, approximately, by
w~x, (1+¢,)~x,. The condition for appearance of localized domain in the sample

center may be then obtained from the inequality x; << d or:
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; > o L D Ve (V.9)
ltl s d3 (ao + ﬁj
9y
B : - : : L :
where =E is a gradient of magnetic induction. If this condition is not satisfied,

then homogeneous transformation of the unstable phase takes place. Otherwise, a
sharp front will develop, separating between the nucleating ordered phase and the
initial unstable disordered phase, as described above. Thus, when the induction
gradient is large enough, compared with the B, value, we expect the appearance of a
sharp interface between the growing stable (ordered) phase and the retreating unstable
(disordered) phase. There is another important conclusion from Eq. (V.9): If the
sample size is reduced, then the growth of the ordered phase is expected to have a

crossover from the front-like to homogeneous mechanism.

V.6 Growth process

In describing the growth process, that is, the movement of the interface
between the ordered and disordered phases, non-linear terms in Eq. (V.1) must be

taken into account. We express the linearly varying function B(x) as:

B - 5 o
B=B, +[g][x—xf], where B, :(Ba —B)+xfB/d is the induction at the front

B
Bf +;(x—xf

located at x. Equation (V.3) then yields 2 - IS , and therefore Eq.
aO

(V.1) can be written in the reference frame of an observer moving with the front, by

introducing a new variable & =x—x,(¢) and defining x (7) =x, +Ivf (t')dt‘ , Where
0
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vr 1s the time-dependent front velocity and xy is a constant. With the new set of

independent variables (&, B, ), Eq. (V.1) becomes:

VFf(a_\P{_éa_\PJ:Daz_\P_Fao{le {x{k(t)}_ E §J1P+ﬂ1127){;3

dB
One can solve this equation analytically, provided the front width A << B*f .

: v, B 0¥ B :
In this case, the terms Y B oY and —q, (d?gj‘l’ may be neglected'’. The solution

d 0B,

of Eq. (V.10) is then [103]:

Y= Y (V.11)
I+exp Y
A
where the front width is defined by:
2
A = A (V.12)
2u(1-B, /B )+ 1+ 1+4u(1-B, /B')
The front velocity vy = dxydt is:
6u(1-B, /B )+1+ 1+ 4u(1-B,/B')

v, =V, : : (V.13)

\/2ﬂ(1—3_,./B*)+1+\/1+4u(1—3f./3*)
Here

vy =T\ DB 14y =Tayd Ja, /24 V.14)

A, =4Dy/ B’ =4d’a,

' These terms are small in the vicinity of the front and therefore unimportant for the

calculation of the front properties. For a similar treatment see, e.g., Ref. [102].

83



and B, = B,(¢). The solid lines in Figure V-3 show ¥, Eq. (V.11), for different

locations of the front x;. The evolution of ¥ describes the propagation of the ordered
phase.

We discuss here the front velocity vy (Eq. (V.13)) and the front width A, Eq.
(V.12). We first note that v, and A do not depend explicitly on time or applied field,
but they do depend on By the local induction at the front. Several important
conclusions may be drawn from these equations:

1) As By approaches By the velocity approaches zero. (The v(B,) dependence
is described by the solid line in Figure [V-12.)

2) The motion of the front toward the sample edge is accompanied by an
increase of the induction By at the front, resulting in a decrease of the velocity with
time.

3) The front width A decreases with the increase of S, implying that for a
“stronger” first-order transition, the front is steeper. Also from Eq. (V.12), it is
obvious that the exchange coefficient D causes the front to be smeared. In addition,
increasing D and/or the damping coefficient I" results in an acceleration of the front

motion (see Eq. (V.13)).

V.7 Solution of the general case (with flux creep)

Thus far we have demonstrated dynamic coexistence of ordered and transient-
disordered vortex phases, with a sharp interface between them, assuming time-
independent induction distribution with a constant gradient. In high-temperature
superconductors, however, the induction distribution varies significantly with time,
due to flux creep. [67] In addition, one may expect different flux creep laws for the

different vortex phases. As a result, a break is expected to appear in the induction
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profiles. Thus, as we show below, the nucleation of the ordered vortex phase is
manifested by the appearance of a break in the induction profiles; the growth of this
ordered phase is manifested by movement of the break toward the sample edge (see
Chapter IV). The location of the break in the induction profiles is expected to coincide
with the location of the moving front of the order parameter.

To demonstrate this scenario, we solved the LK equation (V.1) numerically,
allowing for flux creep.

If the inhomogeneous phase transition is considered in the framework of the
local driving parameter (magnetic induction) model, where the magnetic induction

obeys the Maxwell's equations:

vxB=2T 5 (V.15)
c
and
VxE:—ld—B (V.16)
c dt

The electric field £ is induced by the moving vortices; the electric field vs.
current density dependence (E(j)) is assumed to be the unique electrodynamic
characteristic describing the distinct vortex phase. It is natural to generalize this

dependence to the case of coexisting vortex phases by introducing the E(j,'¥/‘¥y)
function, which should have the following asymptotes: E(j,¥/¥o=0) = E;(j) and
E@G,Y/Yo=1) = E,(j). Without affecting generality, we define the function E(j,'¥/*Vy)

to match the asymptotic behavior in the following way:
¥ g
E(G,YV)=E()|1-|— | |+E, ()| — V.17
(/,*) 1(1)[ (‘POJ ] 2(1)[\1,0] (V.17)
where v is a constant of order 1.
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We note that the precise form of this function is not essential and has a minor
effect on the final result, provided the interface between the two phases is narrow
enough.

As before, we assume an initial disordered phase throughout the entire sample,
Y(=0,x) = 0.

Equations (V.1), (V.3), (V.15), (V.16), and (V.17), in one dimension, define a
full set of partial differential equations with four variables: W(x,?), B(x,¢), E(x,t) and
Jj(x.1).

To solve this set of equations numerically, we define dimensionless

parameters: b=B/B’, j'=47rJd/(cB*), x'=x/d, t'=tpT/y, and

Y'= \P** :2\P7.Eq. (V.1) then becomes:
¥, (B7) B
oY’ o’y 1 1
=a +ull-b(x)|¥'+=¥"*—=¥"+ f'(x"t V.18
o e H[1=b(x")] 5 3 J(xLt) (V.18)

2 . : : . .
where fand /' = 21y are a real and dimensionless noise that must be introduced in
2

the numerical solution.
The values of the (dimensionless) parameters used in the numerical
calculations are based on experimental measurements. In particular, from the fit of Eq.

(V.13) to the experimental data of v(B)) in Figure IV-12, we estimate x = 1.5; thus,

Yo

2
see Eq.
d}( q

By/B" = 1.148 and B™/B" = 1.166 ('). A value of 10* for a, =[13“

Q,

" Note that this value of x corresponds to a first-order transition, namely a coefficient before

the cubic term in the free energy functional does not vanish (5 = 0). As a result B < By, < B, thus
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(V.14)) is estimated from the experimental value v, = 20um/s obtained from the

1

same fit. A value of Aj~TI'a,~10s" is estimated from the time elapsed between

switching on the external field and the appearance of a break in the induction profile.

A typical value of d =300um for the sample half width was used. Based on the

analysis of magnetic relaxation (see section IV.2.2), we take E oc j* withn = 1.9 and
n = 3 for ordered and disordered phases, respectively. In addition, a noise level of

f. =10"" is assumed.

The system of equations completed by boundary and initial conditions has
been solved numerically utilizing an Euler method. The unit space interval was

divided into 200 segments, and a time step of 2.5x10™ (in dimensionless units) was

used, providing stability for the numerical procedure.

The results of the numerical solution for B,/B* = 1.1 are shown in Figure V-4.
Figure V-4a shows the spatial dependence of the order parameter at different times.
The nucleation appears at the sample center at a dimensionless time ¢'~ 10 after the
field is switched on, forming a sharp front that propagates toward the sample edge.
Note that the nucleus in Figure V-4a is much wider than that obtained for a constant
gradient, see Figure V-3. This is because, at the initial stages of the nucleation (in the
case of relaxing magnetic profile), the front of the entering vortices has not reached
the sample center before the nucleation has started. The motion of this front toward
the sample center, due to magnetic relaxation, continues simultaneously with
nucleation process. As a result, the nucleus is smeared between the point at which the

nucleation starts and the sample center.

allowing for supercooling and superheating effects. The possibility for superheating provides an

explanation for the observation of values of Blarger than B, (see Section IV.2.4).
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Figure V-4. Order parameter (a) and induction (b) profiles for £,(J)=kJ|J["" and
E(J)=k,J|J|"", where n,=3 and n,=1.9 (see Section IV.2.2). The profiles are shown

for dimensionless times 7' =2 (corresponding to maximal gradient), 4, 6, 8,10, 11, 13, 16,
20, 25, 30.
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Consequently, the front of the ordered state and the break in the magnetic induction
will appear not in the sample center, but near the point at which nucleation has started.
This is in agreement with the experimental result shown in IV.2.2, Figure IV-5. Figure
V-4b shows the time evolution of the induction profiles during the nucleation and
growth processes. A sharp break in the profiles appears at the location of the front of
the order parameter, after the nucleation is completed. As expected, the break in the
induction profile and the front of the order parameter move together toward the
sample edge'”.

It is important to note that, in a number of early profiles, the sharp break (the
interface) in Figure V-4b is found outside the region of phase metastability (i. e. By <
B*), namely, the moving interface separates unstable (not metastable) and stable
vortex phases.

The theoretical predictions described above are confirmed experimentally in
BSCCO crystals (see Chapter IV). In particular, a break in the induction profile was
recorded following a sudden application of external field of intensity close to the
order-disorder transition field By. This break moves toward the sample edge at a
velocity that depends only on By, the value of the induction at the break. Thus, the
dependence of vy on By is not affected by magnetic relaxation. The measured velocity,

depicted in Figure IV-13, is a function of the induction for different applied fields.

12 The numerical solution does not exhibit breaks in the profiles if the magnetic relaxation is

too fast (e.g., J ~ exp(-t/ty) while 1) << 1/Ap) or if the critical current is too low (jo; ~jo, < ap/tt). This is

because the requirement for a relatively large gradient, mandatory for the front development, Eq. (V.9),

is not satisfied in these cases. Thus, in YBa,Cu;0,5, for which B << B~ B", a homogeneous phase

transformation is expected rather than front propagation.

89



The analytical curve, Eq. (V.13), depicted by a solid line in this figure, is in good
agreement with the experimental results. The results of v(By, obtained in the
numerical calculations for different applied fields B, (as well as for different magnetic

relaxation rates), are shown in Figure V-5.

B./B,,

0.86
0.95
1.04
1.13
analytical

0.8 ' 0.9 ' 1.0
BthSS

Figure V-5. v(Bj) curves from numerical calculations for different applied fields
(symbols), together with the analytical solution (solid curve).

These curves converge after short transient period of time corresponding to a
nucleation and front establishment, with the analytical curve obtained without taking
into account magnetic relaxation.

Note that two velocities govern the vortex dynamics in the process of the
phase transformation: the interface velocity vy, and the flux velocity, vr, due to creep.

The latter may erode the interface if the ratio e =A/v,z,, is small. (Here A is the

interface thickness and 7,, ~1/I'e, is the accommodation time for the bundle of

vortices that found themselves in a phase with another symmetry, adapting to a new

environment.) It immediately reads that our theory is correct under condition
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Vi <<4uv,, implying that in the vicinity of Br~ By (where vy— 0), our theory is not

valid. We estimate the width of this vicinity by substituting a typical fluxon velocity,
of 10 um/s. We thus conclude that our theory may be applied in the whole induction
range, except a very narrow range in the vicinity of By, for which v < 2 um/s (see
Figure IV-12).

Another important observation is that, as in the experiment, the break appears
not exactly in the center (see Figure IV-5). This happens because the nucleation of the

ordered phase starts when the vortices have not yet penetrated the sample fully. Then

the nucleation starts near the momentary position of the propagating flux front.

V.8 Dynamic fishtail

In this Section, we show that our theoretical approach based on the LK
dynamic equation is also capable of explaining the intriguing issue of the time
dependence of the second peak anomaly. [30, 67, 104]

Figure V-6 (taken from Ref. [104]) demonstrates that the location and form of
the features related to the second peak anomaly may vary with time. This led to the
concept of the dynamic “fishtail,” relating the anomaly to a complicated relaxation
characteristic associated with a collective creep [8, 105] (see Introduction to Chapter
III). However, recent measurements of sharp “fishtail” [11] and other works,
including ours (see Chapter III), supported the possibility of the phase transition
scenario. This requires a new explanation for the fact that the features of the

magnetization curve related to this transition are time dependent.
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Figure V-6. Magnetization hysteresis loop for different time windows measured in
BSCCO taken from Ref. [104]. It is evident that there is no “fishtail” anomaly at short
time windows. Moreover, after it appears the onset of the second peak moves with time
toward higher fields.

Our theoretical approach gives a natural explanation to the dynamics of the
features of the second peak anomaly. We performed a numerical calculation similar to
that of Figure V-4 for different applied fields (H) and extracted the global magnetic
moment, as well as the local gradient of magnetic induction (proportional to local
current density). The results are shown in Figure V-7.

Similar to the experimental results of Figure V-6, the onset of the second peak
anomaly is not observed at short times. In the framework of our model, this is
expected, because at short times, immediately after field application, a transient-
disordered phase appears. This transient-disordered state is initially the only phase
present in the whole range of fields.

At later times, the ordered state starts to nucleate near the center of the
sample. This nucleation occurs earlier for lower induction values (Eq. (V.7)),

explaining why the dip in the magnetization curves starts to develop at lower fields
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and then moves toward higher fields, causing a movement of the onset of the second
peak.

Note that in the local curves of dB/dx vs B (Figure V-6 and Figure V-7b) the
sharp growth of the absolute value of dB/dx occurs when the front of the growing
ordered phase passes through the location probed. This growth is smoother in the
experimental curve (Figure V-6), because the gradient is calculated as the difference
between two values of local induction measured at different Hall probe array elements
(see Chapter II). Therefore, the gradient is averaged on the length scale of this
macroscopic distance.

At long times, B,, approaches By. This is because the growth of the ordered
phase is prohibited for local induction values larger than Bg. It is important to
distinguish between measurements where the external field is raised sharply and then
the system is allowed to relax, and measurements with constant sweep rate. In the

latter, if the rate is decreased, B,, may increase up to B”.
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Figure V-7. Numerical calculation of a) global M(H) curve and b) local dB/dx curve at
x/d=0.8, for different time windows. Arrows signify the direction of time and external
field in the experiment.

V.9 Summary and conclusions

In this chapter, we introduced a novel approach to analyzing vortex dynamics

associated with the solid-solid vortex phase transition. We demonstrated that the
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Landau-Khalatnikov dynamic equation provides a description of the nucleation and
growth processes of the vortex quasi-ordered phase. We derived analytical
expressions for the parameters, describing these processes for induction distribution
with a constant gradient. Our analytical expression for the front velocity fits well the
experimental results with a non-zero value of a coefficient before the cubic term in the
free energy functional. The non-zero value of this coefficient suggests the vortex
solid-solid phase transition is of a first-order nature.

We also showed that, for a high enough gradient (for instance, BSCCO at
relatively low temperatures) of the induction, the vortex ordered phase is nucleated
locally near the sample center (or near the entering flux front), where the induction is
minimal and propagates in a front-like manner, even if the induction corresponds to a
non-stable region of the phase diagram. For relatively low gradients (e. g., in YBCO
or in BSCCO at high temperatures), the development of the ordered phase is
homogeneous, rather than front like. We also predicted that reduction of the sample
size would cause a crossover from a front-like to a homogeneous growth.

An interesting by-product of this work is the explanation of the “dynamic
fishtail”. We showed that the onset of the second peak is a direct consequence of the
coexistence of different vortex solid phases, and the dynamics of the onset is dictated
by the dynamics of the vortex ordered phase formation. The onset in the infinite time

limit is approaching Bi;.
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VI  Summary and conclusions

This work describes a comprehensive study of the vortex solid-solid transition
in high-temperature superconductors. We investigated the nature of the solid vortex
phases, the phase transition between them, and the process of their formation. The
main achievements of this work are summarized below.

Hall-probe measurements of the anomalous second magnetization peak

(“fishtail”) in Nd; 35Cep.15CuO4.5 (NCCO), detwinned YBa;Cu3;O75(YBCO), and
Bi; 6Pb 4Sr,CaCu,0g.5 (Pb-BSCCO) - materials with strongly different values of
critical temperature 7, and anisotropy € - indicate the existence of a solid-solid vortex
phase transition similar to that observed earlier in Bi,Sr,CaCu;0s:5 (BSCCO). We

identified the transition induction By, in these materials by employing local magnetic
measurements of induction vs. field, temperature, and time. In YBCO, for example,
the transition was assigned to a pronounced kink in the magnetization (m vs. H)
curves, observed for the first time in this work. The location of this kink in the (B,7)
phase diagram of YBCO coincides with a kink in magnetization vs. temperature (m vs.
T) curves and a minimum in the relaxation rate. The transition induction is not moving
with time, in contrast to the behavior observed for another characteristic field, B, the
field of the second peak.

Although the temperature dependence of the transition lines B(7) in different
materials is qualitatively different, we succeeded in describing these dependences by
the same model: the model of disorder-induced transition. We showed that the factors
responsible for these qualitative differences are: the critical temperature 7., pinning

parameter y, anisotropy €, penetration depth A, coherence length &, interlayer distance

s, and the pinning mechanism (&/ or 87,).
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We found, in particular, that in the temperature range in which the thermal
energy is small, compared with pinning and elastic energies, B;; dependence on
temperature is implicit — B(T) = Bs(&T)) — and Bg(&) dependence is unique for a
given type of pinning. In NCCO, for example, for which 7. is lower than the
depinning temperature 7,,, By(T) decreases monotonously in the whole temperature
range, up to 7.. In YBCO and Pb-BSCCO, in which T is higher than T, By(T)
increases drastically, starting from 7" = T, due to the sharp weakening of the pinning
energy. The type of pinning mechanism determines the dependence of By on & This
1s especially important for 7' < T,,, where the strong increase in By, caused by thermal

depinning does not interfere. If the pinning is of 67.-type then, for 7 < T, By(T) is a
decreasing function of temperature. If the pinning is of d/-type, B, increases with

temperature. This gives an effective tool for determination of pinning mechanism in
HTS materials. In particular, we identified 87,-pinning in NCCO and Pb-BSCCO, and
d/-pinning in YBCO.

To summarize this part of the work, we showed how to implement the
disorder-induced transition model in analyzing the temperature dependence of the
solid-solid transition in HTS materials. We also showed that it is possible to utilize the
behavior of the transition line to extract valuable information, such as the type of
microscopic pinning mechanism. Our approach has been adopted by other authors in
analyzing the vortex solid-solid transition in other HTS, associating the second peak
anomaly with a vortex disorder-induced transition. We, therefore, conclude that the
disorder-induced transition is a general phenomenon responsible for the second peak
anomaly in most of the HTS.

In the second part of this work we performed a pioneering study of the process

of formation of the solid vortex phases, above and below the vortex solid-solid
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transition line By Our experiments allowed, for the first time, observation of the
transient-disordered vortex state in BSCCO. This state is created after a sudden
application of magnetic field, due to rapid injection of vortices through the surface.
Using our high temporal resolution magneto-optical system, we observed the
nucleation of the ordered phase and followed the growth of the equilibrium ordered
and disordered vortex phases. We characterized these processes both experimentally
and theoretically. In particular, we found that the velocity of the front of the growing
ordered phase depends on the local induction at the front and goes to zero as the value
of this induction approaches By. This finding allows a precise determination of Bi;.

To describe the observed process of nucleation and growth of the solid vortex
phases, we developed a theoretical approach, based on the Landau-Khalatnikov (LK)
dynamic equation. We showed that this process can be described by the dynamics of a
scalar order parameter, conjugate to the magnetic characteristics of the vortex matter.
On the basis of this analysis, we derived analytical expressions for the parameters
describing the nucleation and growth of the ordered vortex phase.

Our analysis also provides conditions for front-like growth of the equilibrium
vortex phase. We found that, for a high enough induction gradient, the vortex ordered
phase is nucleated locally near the sample center, where the induction is minimal, and
propagates in a front-like manner. For a relatively small gradient, the growth of the
ordered phase is homogeneous. We also predicted that reduction of the sample size
would cause a crossover from a front-like to a homogeneous growth. In addition, our
analysis is capable of explaining the experimentally measured time evolution of the
onset of the second peak. We found that the “dynamic fishtail” behavior is a direct

consequence of coexistence of different vortex solid phases, and the dynamics of the
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onset is dictated by the dynamics of the vortex ordered phase formation. The onset in
the infinite time limit approaches the B, value.

The success of this theoretical analysis, based on the LK dynamic equation for
the order parameter, provides additional evidence for the phase transition origin of the
“fishtail” in BSCCO. Moreover, our analytical expression for the front velocity fits
well the experimental results for the field dependence of the front velocity with a non-
zero cubic term in the free energy functional, thus indicating the first-order nature of
the solid-solid phase transition.

The results presented here provide insight into the nature of the solid vortex
phases and the process of their formation. At the same time, this work opens a door
for future studies, such as investigation of the influence of different correlated and
uncorrelated disorders on the solid-solid transition, conditions for the appearance of
the transient-disordered state, influence of transport current on the process of
nucleation and growth, and effects of temperature and geometry on nucleation and

growth of equilibrium vortex phases.
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